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Foreword

This book contains the proceedings of the 2nd Workshop on Service Level
Agreements in Grids, which was held in conjunction with the IEEE GRID 2009
Conference on October 13, 2009, and the proceedings of the Dagstuhl seminar
Service Level Agreements in Grids organized in March 2009. Furthermore, this
book constitutes the 13th volume of the CoreGRID book series.

CoreGRID was and is the Network of Excellence in Grid and P2P technolo-
gies funded by the European 6th Framework Programme. While the funding
period as a project ended in 2008, one of great successes of CoreGRID is its
sustainability. The network continued to successfully collaborate as an effective
think tank in the area of Grids, distributed computing platforms and Cloud
Computing. Meanwhile, the activities were supported by ERCIM as a working
group on Grids, P2P and Service computing, retaining the name of CoreGRID.
This also ensures sustainability of the network, maintaining and extending the
active collaboration within the European Grid and SOA research community.

Being personally involved in the activities of the CoreGRID Institute on
Resource Management and Scheduling, I felt privileged by the possibilities
in collaborating with so many excellent partners. The continuous interest
in research collaborations lead to fruitful and encouraging discussions. This
demonstrates that CoreGRID achieved its goal to form a vivid and sustainable
European Network of Excellence.

One outcome of these collaborations is the organization of this workshop
and this seminar, and eventually the creation of this book. The proceedings
show the ongoing research activities around service level agreements which are
considered one of the crucial hot topics in managing services and infrastructures.
The proceedings also highlight that the once very focused field of Grids extends
its scope and includes now service-oriented and Cloud infrastructures as well.

I hope you enjoy the reading of the book, which is the joint work of many
people. Thus, I would like to express my gratitude to all people involved in the
workshop and editing of the book.

Ramin Yahyapour, CoreGRID Institute lead
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Preface

The ERCIM CoreGRID working group includes a large number of European
scientists working to achieve high-level research objectives in Grid and Peer-
to-Peer systems. The working group brings together a critical mass of well-
established researchers from more than forty European institutions active in
the fields of distributed systems and middleware, models, algorithms, tools and
environments.

Guarantees for quality of service in Distributed Computing Infrastructures
like Grid and Clouds have turned out to be a critical as the different technol-
ogy stacks became more mature and operational for production usage. The
integration service-oriented architecture concepts in the Grid computing model
and the growing impact of Cloud Computing put in place new technological
solutions in the world of service-oriented architectures. Service-oriented Grids
provide effective solutions in science and business as they offer interoperable
high-performance systems for handling data- and compute-intensive distributed
applications. In parallel, new methods and technologies became necessary
allowing to negotiate and agree on the quality of services leading to electronic
Service Level Agreements (SLAs).

This book is the 13th volume of the CoreGRID book series and it brings
together scientific contributions by researchers and scientists working on dif-
ferent aspects of Service Level Agreements. The book includes contributions
presented at the Dagstuhl Seminar Service Level Agreements in Grids organised
between March 22nd to 27th 2009, and the IEEE Workshop on Service Level
Agreements in Grids, which was held on October 13, 2009. This was the second
workshop of its kind. The first workshop took place in Austin, Texas, US in
2007.

The objectives of both the seminar and the workshop are

to discuss the current state of the art and new approaches in application
areas that apply Service Level Agreements in the context of Grids, Clouds
and distributed systems;

to provide a forum for exchanging ideas between the different research
communities focussing inter alia on agent-based approaches to SLA man-
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agement, Grid economics, and SLA-based Grid resource management
and scheduling;

to jointly work towards the development of an automated and standardized
electronic negotiation of Service Level Agreements; and

to provide input to the CoreGRID ERCIM Working Group.

This book contains 15 chapters. The first and the second focus on approaches
to monitor Service Level Agreements. The third chapter presents experience
made with the implementation of the Open Grid Forum’s Web Services Agree-
ment specification. The fourth chapter presents benefits of SLA-enabled re-
source management, while chapter five discusses the role of distributed trust
management for validating SLA choreographies.

The sixth chapter presents an overview on how Service Level Agreement
approaches are used for financial Grid applications. Chapter seven then iden-
tifies issues of SLA negotiation between autonomous agents and proposes a
notation for expressing intervals. The eighth chapter presents an overview on
the application of Service Level Agreements for Green IT. Chapter nine and
ten introduce two extensions to the Web Services Agreement standard, as there
are an approach for a multi-round negotiation extension in chapter nine and an
extension to Web Services Agreement to create open Cloud markets in chapter
ten, respectively.

Chapter eleven describes a novel approach for a service economy infrastruc-
ture, based on structured protocol descriptions and software-agent technology.
Chapter twelve gives an overview on implementation and usage of SLAs in the
European project BREIN. The thirteenth chapter discusses recent advances in
the field of negotiation and the definition of Quality of Service characteristics,
and proposes some additional features that can help both consumers and pro-
ducers during the enactment of services. Chapter fourteen present first results
in establishing adaptable, versatile, and dynamic services considering negoti-
ation boot-strapping and service mediation with a focus on meta-negotiation
and SLA mapping solutions for Grid or Cloud services representing important
prerequisites for the establishment of autonomic services. The last chapter
then deals with the negotiation of Service Level Agreements and introduces an
automated negotiation techniques between web services for the formation of
virtual organisations.
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The editors would like to thank all Program Committee members who care-
fully reviewed the contributions to this book:
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MONITORING SERVICE LEVEL AGREEMENTS

IN GRIDS WITH SUPPORT OF A

GRID BENCHMARKING SERVICE

Ely de Oliveira, Franz-Josef Pfreundt
Fraunhofer Institut für Techno- und Wirtschaftsmathematik
Kaiserslautern, Germany
{ely.oliveira, pfreundt}@itwm.fraunhofer.de

Abstract As Computational Grids become more popular, a new generation of grid appli-
cations emerges, demanding strict and increasingly sophisticated guarantees of
quality of service. This challenge has motivated the development of numerous
technologies to enable service providers and consumers to establish Service Level
Agreements (SLAs). The implementation of SLAs requires mechanisms for these
agreements to be monitored and enforced, so that they can be dependable.

Most of existing SLA monitoring techniques are embedded in particular SLA
specification, negotiation and management mechanisms. This poses significant
limitations for their adoption in large scale, heterogeneous, decentralized grid
infrastructures.

In this paper, we present how SLAs can be assessed, monitored and enforced
with support of Jawari, a multi-platform, extensible and free of charge grid
benchmarking service. Jawari works as an independent external entity that
validates the adherence of the grid components to committed SLAs, by simply
using the grid services just like an end-user would do. Doing so, it is able
to observe the actual levels of quality of service the end-users are likely to
experience.

Its benchmarks represent classes of grid applications with distinct require-
ments that expose the grid services to scenarios where the SLA is expected to be
observed. Complementarily, SLA violation conditions can be routinely checked,
and proper actions taken in response.

Keywords: Grid Benchmarking, SLA Monitoring, SLA Enforcement

P. Wieder et al. (eds.), Grids and Service-Oriented Architectures for Service Level Agreements,
DOI 10.1007/978-1-4419-7320-7_1, © Springer Science+Business Media, LLC 2010



www.manaraa.com

2 GRIDS AND SOA FOR SERVICE LEVEL AGREEMENTS

1. Introduction

Over the past decade, Grid Computing has emerged as a solution for the chal-
lenge of supporting applications with unprecedented requirements of scalability,
computing power, platform independence, security, reliability, availability and
low cost. Several middleware systems have been developed in order to make
it possible for computational grids to be built [11, 14, 15, 13]. Despite their
common goals, they have been developed independently, targeting different
communities and use cases and this has turned them into very different solutions.
Their architectures are composed by different components, relying on different
protocols and algorithms, providing interfaces with different semantics and
different levels of abstraction. Moreover, middleware systems are often com-
bined with other components such as batch systems and even other middleware
systems, what results in intricate infrastructures [12, 11, 13].

All this complexity undermines the ability of grid infrastructures to deliver
steady platforms on which grid applications can rely. It creates an overhead
that may lead services to achieve poor and unstable levels of Quality of Service
(QoS). Maintenance activities may become too complex and time demanding,
resulting in misconfigured components, which boosts unpredictability. Still,
present day grid applications, mostly scientific, can succeed in such environment.
Despite high levels of QoS are preferred and even desired by their users, such
applications can tolerate some degree of lateness and occasional failures without
compromising their results.

However, as identified by Bal et al. [3], a new generation of applications
has demanded strong guarantees of QoS provision that can no longer be given
by best-effort services. For example, weather services [6] and visualization
applications [7] rely on obtaining results within strict time frames. Therefore,
they require grid services to provide minimum levels of availability, reliability,
performance and scalability that are critical for their success.

In this context, a Service Level Agreement (SLA) is a powerful instrument
to describe all expectations and obligations in the relationship between service
provider and customer. Applications specify their requirements and services
commit themselves with the provision of a certain level of QoS. Such commit-
ment requires the adoption of a number of techniques, including fault tolerance
mechanisms, restrictions of resource usage, advanced resource reservation,
performance prediction tools and monitoring services.

The implementation of SLAs requires mechanisms for these agreements
to be monitored and enforced, so that they can be dependable. Most of SLA
monitoring techniques developed so far are embedded in particular SLA speci-
fication, negotiation and management mechanisms [9, 8]. They often rely on
specific protocols and technologies. This poses significant limitations for their
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widespread adoption in multi-domain, large scale, heterogeneous, decentralized
grid infrastructures.

Besides, some techniques have a narrow focus and act at resource level [6]. It
means that despite they may be effective in making resources work individually
as expected, it does not guarantee they work as expected as a composition.
For example, restrictions on the use of the network imposed by fault tolerance
mechanisms may ultimately affect the application response time, regardless of
how good the performance of computational resources is. Moreover, neglected
components or characteristics of the system may overshadow the benefits of
some techniques. For example, highly available and reliable computational
resources can contribute little to the application response time in a system where
the resource broker does not scale well. It is also important to keep in mind
that the dynamics of the environment can not be fully tamed and also play a
fundamental role in grid service provision.

In addition, each technique has a cost in terms of demanded resources, com-
plexity injected into the system and administration activities to keep them
working. Thus, they also need to be carefully chosen and their effectiveness
assessed, in order to properly contribute to SLA fulfillment and make it trust-
worthy.

Benchmarks allow us to assess capabilities and performance of computing
platforms. Hence, they would be an instrumental tool for SLA implementa-
tion, monitoring and enforcement. In this paper we present how Grid SLAs
can be assessed, monitored and enforced with support of Jawari [1]1, a Grid
Benchmarking and Monitoring Service. Jawari is extensible, open source, multi-
platform, free of charge and requires no special configuration on the grid side.
It benchmarks grid services by mimicking an end-user who submits applica-
tions of various classes, transfers files, queries information services, discovers
services and so on. Doing so, it is able to capture the quality of service the
end-users are likely to experience.

Jawari works as an independent external entity that allows both service
providers and consumers to validate the adherence of the grid infrastructures
to committed SLAs. It provides information that can be used in a variety of
scenarios, including performance prediction tools, reputation based resource
scheduling, resource provision accountability and billing mechanisms.

2. Related Works

Sahai et al. [9] propose an architecture based on a network of communicating
proxies, responsible for managing SLAs committed within their respective

1This project is sponsored by the German Research Ministry (BMBF).
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administrative domains. The proxies negotiate inter-domain SLAs, collect
measurements on service provision and trigger procedures for their evaluation.

In the project Sicilia [8], the SLAs are monitored throughout their life cycles
by the Monitoring Service. It continuously receives QoS measurements and
detects when an SLA needs attention. If so, it alerts the QoS Service that is
responsible for taking due actions. The monitoring data is stored in a database
that is later used by a Performance Prediction Service for identifying resources
that can potentially satisfy new SLAs during their negotiation phase.

Hovestadt [6] proposes to empower the grid middleware with an SLA-aware
Resource Management Service that features mechanisms like process and
storage checkpointing to realize fault tolerance. This component monitors
running jobs and the affected resources. In case of an error that can compromise
the adherence to the SLAs, it is able to migrate the job to another matching
resource.

Jawari does not claim to be self sufficient for SLA monitoring and enforce-
ment in grids. Traditional tools such as these ones remain essential for imple-
menting and managing the SLA mechanisms at resource and subsystem levels.
It rather complements them, allowing the system as a whole to be assessed and
monitored in a typically heterogeneous, multi-domain, large scale and dynamic
environment.

3. Architecture

The Jawari architecture is shown in Figure 1 and described in the following.

User

Software

Benchmark
Manager

Platform
Interfaces

MyProxy

����

Portlets

Web
Service

Command
Line Tools

Web
App Scheduler

<jobs>

Scorer

Notifications
Events

Notifier

!

Grid 
Sites

Benchmarks
(GADL)

Repository

Results

User
Interfaces

Figure 1. Jawari Architecture

In order to achieve platform independence and extensibility, benchmark
workflows and their requirements are specified in a platform independent XML-
based language, so called GADL (Grid Application Description Language) [5].
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In addition, each middleware system is represented by a Platform Interface ob-
ject, that encapsulates all platform-specific functionalities, exposing a standard
interface to the other components.

The benchmarks are orchestrated by two components. The Scheduler is
responsible for their planning, according to the time constraints specified by
users, while the Benchmark Manager coordinates their executions. Firstly it
retrieves the benchmark GADL specification and composes workflow instances,
matching their required resources with site resources, either dynamically dis-
covered or statically informed by the user. After that, it submits the workflows
to the remote sites through the suitable Platform Interface object, that parses
the GADL specification into the platform-specific language. Then, it monitors
the execution, collects the results and finally stores them in the Repository.

During this process, a default X509 certificate is used for authentication.
Nevertheless, the user is allowed to inform the location of alternative certificates,
that can be retrieved from MyProxy Servers and used for that purpose. This
makes possible the evaluation of security issues such as user authorization,
Virtual Organization (VO) membership and certificate renewal procedures.

The user can also subscribe to event notifications. Some events are default,
such as benchmark failure and benchmark completion, but they can also be user
defined logical expressions, as explained in Section 5. The events are detected
by the Benchmark Manager and informed to the Notifier that sends notifications
to the interested users. These notifications can be emails, HTTP requests or
even SSH executions, permitting support teams to be alerted, remote procedures
to be triggered and other services to react to the events.

The Scorer object is responsible for calculating performance aggregated
scores. The default formula used for such calculation is explained in [1]. The
user can also define his own formulas according with his own criteria. These
formulas can use benchmark data as variables, such as low level measurements,
normalized results and execution time.

Jawari is available through 4 user interfaces: a web site for end-users, a web
service for client software, portlets for web portals and command line tools for
terminal users and shell scripting. Additionally, it provides a Java API that can
be used as a platform for grid application development. They make possible
several usage scenarios including the integration with other tools, maintenance
procedures automatization and service composition.

4. Benchmark Suite

The current suite includes more than twenty benchmarks. Roughly speaking,
they are synthetic grid applications - workflows of possibly interdependent
tasks, that represent classes of real grid applications, or usual fragments of those
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applications. In this Section, we briefly present some examples of the suite. For
a comprehensive description, please visit: jawari.net.

Firstly, the Single Connection benchmark focuses on grid services availability.
It simply opens a connection with the target service, checking solely whether it
is up and running or not.

A large group of benchmarks represents workflow patterns with different
levels of complexity. The Single Task is composed by a single task with no
file staging. On the other extreme, there is the Mixed Bag, composed by a
collection of asymmetrically interdependent tasks. It also includes the Bag of
Tasks, whose tasks are independent of each other and the Long Pipe, organized
as a chain of tasks executed one after another. These benchmarks have both
static and dynamic versions. The static ones define the execution place of each
task, while the dynamic ones let this definition to be made by the target grid
site. This group focuses on the efficiency of resource schedulers and brokers,
and adopts Job turnaround time as metric.

Error Prone Task is an extension of the Single Task, whose first execution
always fails. Its results are influenced by fault tolerance mechanisms such as
task replication and the ability of the job manager to detect errors and repeat
executions.

Another group of benchmarks focuses on service throughput. The Discovery
Overload and File Transfer Overload perform a voluminous series of simple
requests targeting single services from 4 distinct client machines. Complemen-
tarily, the Single File Transfer and Single Discovery perform single but complex
requests from single client machines. The metric used is the number of requests
attended per second.

Finally, some benchmarks focus on network bandwidth and how the middle-
ware manages parallel large files transfers. The 3-node Probe represents the
common situation when a large data file (100 Mb) is transferred from a data
source host to a compute host to be processed, and a result file is transferred to
a third location. The Gather Probe works in very much the same way, except
that multiple files are transferred in parallel from multiple data sources to the
center compute host. Similarly, the Data Job uses the user machine as both data
source and result destination nodes. The metric used is Job turnaround time.

While some benchmarks are new specifications, some others are variations
of previous works [2, 4], slightly modified to focus on certain grid features.
Originally, they have real computation tasks as part of their workflows. In
Jawari suite however, no computation is performed at all. Only lightweight
command line binaries such as echo are executed on the target environments.
Doing so, resources computational capabilities influence on the benchmark
execution is significantly reduced, so that the benchmarks can better reflect
other environment aspects, such as the middleware overhead. Nevertheless, the
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Jawari design permits the suite to be extended and incorporate other benchmarks
that might be identified as relevant for grid assessment.

The user is not limited to the standard benchmark suite. He can also write his
own benchmarks in GADL and extend his assessment possibilities, including
the execution of real world programs or other benchmark suites such as Lin-
pack [19], and the query of data collected by other services such as Nagios [20].
The only constraint of this feature is that for security reasons, Jawari default
certificate is used only by standard benchmarks. Therefore, the user must inform
the location of alternative certificates to be used by his custom benchmarks.

5. Monitoring SLAs

In Jawari, SLA monitoring begins with the selection of benchmarks that are
able to collect information about the assessed SLAs and the involved resources.
In some situations, multiple benchmarks might be necessary, since they have
relationships that help their results analysis. For example, a 3-node Probe is
embedded in a Gather Probe, as well as the Long Pipe is a kind of Mixed
Bag. Basically all benchmarks contain a Single Connection, and most of them,
a Single Task too. Therefore, collective benchmark results permit parallel
assessments that can point out some QoS variables, that would be difficult to be
revealed in isolation.

The next step is to choose their frequency of execution. They can be sched-
uled to be executed either at random times within a time window, or at specific
moments (some days of the week, some hours of the day, during a period of
time, etc). Some aspects must be considered at this point, namely the acceptable
SLA violation detection latency and the overhead the target services are able
to handle without compromising SLA fulfillment. This decision depends on
the characteristics of each system, and on the complexity of the benchmarks.
A good way to mitigate the problem would be the creation of independent
schedules with distinct frequencies for different groups of benchmarks and
resources.

Finally, the user needs to specify SLA violation conditions as events. They
are specified independently from the benchmarks schedules. So, when creating
a new schedule, the user can select which ones will be tested during and after
each benchmark execution, and which actions (notifications) will be performed
in case their conditions are satisfied. This enables not only to fix problems that
have caused SLA violations, but also treat threats before they become a real
violations.

Each event contains a logical expression that adopts a Java like syntax. It
supports all Java arithmetic, relational and logical operators [17]. Additionally,
it supports the relational operator matches that tests if a text string matches a
regular expression, as shown in Expression 4.
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Besides constant numbers and text strings, benchmark properties and statisti-
cal functions can also be used as operands. Benchmark properties follow the
pattern shown in Expression 1, with the benchmark name written without spaces,
followed by a property name. Table 1 lists the properties used in the following
examples. For a complete list of properties, please visit: jawari.net/help.

Table 1. Benchmark properties

Property Description

value latest result in the proper measurement unit
success latest percentage of successful executions (on different resources)
errorMessage text string with the latest error messages (empty if none)
values(n) collection of the past n results
successes(n) collection of the past n success rates

Some properties like values(n) and successes(n) return collections of val-
ues. They are used as arguments for statistical functions, namely avg() (arith-
metic mean), median(), max() (maximum value), min() (minimum value),
stddev() (standard deviation) and mad() (median absolute deviation).

This mechanism permits a variety of possibilities for controlling the grid
services adherence to SLAs. The event of Expression 1 tests if a service is
still up and running, but not operational. If so, the notification could be the
execution of a remote script to restart the Job Manager.

SingleConnection.value == 1 && StaticSingleTask.success == 0 (1)

The example shown in Expression 2 checks if the availability of the bench-
marked service was lower than 80%, during the past 30 days. If so, the noti-
fication could be an email sent to a system administrator alerting of the SLA
violation.

avg(SingleConnection.values(30)) < 0.80 (2)

The Expression 3 checks if the job turnaround time of a Dynamic Single
Task is at least 10% higher than the median of the times registered by historical
executions of the same benchmark.

DynamicSingleTask.value > median(DynamicSingleTask.values()) ∗ 1.10 (3)
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The event of Expression 4 tests if the user is unauthorized to use a resource.
The notification could be an email sent to a VO administrator.

StaticSingleTask.errorMessage matches ”. ∗ User\snot\sauthorized. ∗ ” (4)

Events can also be based on custom benchmarks. Considering a user specified
benchmark named Whetstone that performs a series of floating-point operations,
the event shown in Expression 5 tests if the performance of the benchmarked
resource has ever been lower than 300 Mflop/s.

min(Whetstone.values()) < 300 (5)

Ultimately, Jawari allows real applications to be specified as custom bench-
marks for further execution with all the SLA monitoring support.

6. Conclusion

In this paper we presented a multi-platform and extensible grid benchmarking
service that provides the grid community with an instrumental tool for SLA
assessment, monitoring and enforcement in grid environments.

We intend to enrich the tool with more benchmarks, more statistical functions
and a mechanism capable of deriving the event conditionals from high level
SLA statements, in order to simplify SLA monitoring configuration. We also
intend to develop a QoS prediction tool, responsible for analyzing historical
results in the Repository and correlating parameters such as middleware system,
VO, execution time, site and resources with levels of QoS likely to be ob-
served in similar circumstances. This tool would improve the event notification
mechanism and consequently the SLA monitoring possibilities.

Jawari is part of the D-Grid initiative [16], and has been in production since
November 2006. Among the users are system administrators from several insti-
tutions, including the Leibniz Supercomputing Center (LRZ), the University of
Dortmund and the Karlsruhe Institute of Technology (KIT). Jawari benchmarks
have also allowed software developers and support teams from the OurGrid
and gLite communities to automatize tests and identify bugs in new releases
of their respective middleware systems. Additionally, it is being used as an
information provider for the scheduling algorithm employed by the MediGrid
application [10], and we are currently working on MDS aggregators to make
Jawari results accessible through the D-Mon Monitoring Service [18].

We encourage users to contribute to the project becoming independent de-
velopers. They have been fundamental for the project, making comments and
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suggestions of improvement and implementing new features. More information
can be obtained at the web site: jawari.net.
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1. Introduction

Service Level Agreements (SLAs) form an essential part of distributed com-
puting, in particular in environments such as grid, cloud and service oriented
computing. A SLA represents an agreement between a client and a provider in
the context of a particular service provision. SLAs can be between two (one-to-
one) or more (one-to-many, or many-to-many) parties. A SLA typically consists
of a number of Service Level Objectives (SLOs) that define Quality of Service
(QoS) properties for the agreed upon service. The preceding negotiation and
agreement of SLAs are outside the scope of this paper, but see for example [9,
14]for more on these subjects. These QoS properties need to be measurable and
must be monitored during the provision of the service that has been agreed in
the SLA.

Typically, an independent trusted third party (TTP) is used to monitor the
agreement. Two approaches can be distinguished for monitoring SLAs. The first
type is online monitoring [10–12]. This involves periodically testing whether
the agreement terms have been met by all relevant parties. The monitoring
interval can vary, depending on the agreement’s SLOs, but in general it has to
be quite small (of the order of seconds). A property such as network bandwidth,
for example, has to be monitored continuously if one wants to ensure that the
SLO is not violated. The other approach is offline monitoring. In this case all
interactions are recorded, typically at the client site [6], and securely logged
and stored by the monitor [4]. If a party to the agreed upon SLA thinks that the
terms have been violated, the log is examined to establish whether a violation
took place.

Both types of monitoring come at a cost. Online monitoring is hard to
implement in an efficient way. It has a relatively high performance overhead
and the monitoring system typically forms a bottleneck since all parties in all
interactions contact it throughout. The disadvantage of offline monitoring is the
need for storage and, more importantly, this type of monitoring cannot always
prove with certainty that a violation has taken place[11]. If, for example, the
network bandwidth at the client site drops, did this happen because the provider
violated the SLA or because the client is under a denial of service attack? Some
research, most notably by Jurca et. al. [10] has tried to extend monitoring
with reputation based mechanisms in order to fix this problem. But reputation
mechanisms have their own reliability problems [7].

This paper proposes a new monitoring technique that tries to balance the
trade-offs of the monitoring approaches discussed above. In the worst case
scenario the new hybrid approach has the same overhead as online monitoring
techniques and in most cases the overhead will be significantly lower. The
new technique depends on what we refer to as passive monitoring. Passive
monitoring is an offline monitoring scheme that uses cryptographic primitives
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to provide proof that a certain stage of an interaction has been reached correctly,
i.e., without any of the parties violating the SLA. The proofs are exchanged
between the communicating parties without the help of a trusted third party.
The proposed reactive monitoring scheme is a hybrid approach to monitoring. It
combines online monitoring with the new (offline) passive monitoring scheme.
In the case that a dispute arises an (online) monitor is contacted. At this point
the parties either prove they have reached that stage correctly, in full compliance
with the SLA, by providing the most recent cryptographic primitive they have.
Or, alternatively, one of the parties is in violation, which can be proved from
the cryptographic primitive they present. The protocol used in exchanging these
primitives is called the service evidential protocol (SEP). In the case that no
violation was proven the parties have the option to renegotiate their monitoring
policy. At this point they can agree to use online monitoring for some fixed
time period before switching back to the passive monitoring scheme.

2. Preliminaries

This section describes two preliminaries used as building blocks for the
passive monitoring scheme.

2.1 Contract Signing Protocols

A contract signing protocol (CSP) is a cryptographic protocol that allows two
or more parties to exchange signatures on a contract such that no party receives
a signed contract unless all of them do, achieving what literature refers to as
fairness, as first proposed by Even [2]. The obvious solution to implement such
a protocol is to utilize a trusted third party (TTP) that collects a digitally signed
contract from all participants and redistributes or aborts. However, this solution
is not ideal since the TTP becomes a performance bottleneck. Two solutions
have been proposed in the literature in order to address this problem. The first
is to eliminate the involvement of the TTP [3], where the general idea is to
exchange signatures gradually. However, these solutions are nondeterministic,
which in most cases would be a problem for the signatories and is expensive in
terms of computation and communication. A second solution is to construct a
CSP while minimizing interaction with the TTP. An optimistic protocol only
depends on the TTP when there is a dispute. In other words the TTP is never
contacted if all signing parties are behaving in compliance with the protocol [4,
13]. For this paper we assume the usage of a CSP to finalize a service level
agreement and to support SEP. We leave the decision of which type of CSP to
use for future studies, but there are several candidates in the literature [4, 8].

In the remainder of this paper we will not distinguish between a trusted
third party and a monitor. All monitors are trusted third parties, for the sake of
readability we only speak of monitors in the sequel.
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2.2 Aggregate Signatures

An aggregate signature is a digital signature scheme that supports aggrega-
tion [1] and is one of the main building blocks for a SEP. Given n signatures
for n distinct messages from n different users, it is possible to merge them into
one single signature. The following are the algorithms:

Setup: Each user i has a public key pki and a secret key ski.
Sign: Using the message M and secret key ski as input create a signature
σi = S(M, ski)
Verify: Using the public key pki, the message M and the signature σi
as input verify a signature σi. V (σi,M, pki) = {accept, reject}. This
tells us whether σi was in fact created by user i.
Aggregate Signature: Having signature σ1, ..., σn as inputs create one
short signature. σ = A(σ1, ..., σn).
Verify Aggregation: Having several public keys pk1, ..., pkn, several
messages M1, ...,Mn and one aggregation σ verify the aggregation:
R(σ, pk1, ..., pkn,M1, ...,Mn) = {accept, reject}. Which tells us if all
signatures been created by their corresponding users.

3. Service Evidential Protocol

The service evidential protocol (SEP) is a protocol that allows for the collec-
tion of evidence of SLA compliant behavior of the communicating parties over
the period of their interaction. The general idea is to minimize the usage of the
monitoring system for SLA agreement. We start from a presumption of good
intentions by all parties to the SLA. However, if at any point one of the parties
suspects any of the other parties of non-compliance, it calls on the monitor
who is, by definition, trusted by all. At this point one of two situations can
occur: (i) one of the parties is in violation of the SLA. The monitor identifies
the violating party by inspecting the cryptographic signatures, aborts the service
and penalizes the offender. Appropriate penalties can be negotiated and be part
of the SLA [11]. Or, (ii) all parties are in compliance with the SLA and can
prove this by presenting the appropriate cryptographic signatures. In this case,
the parties can either renegotiate a new, possibly online, monitoring scheme or
can continue using passive monitoring.

So in the most optimistic outcome the monitor never gets involved. If a
dispute occurs, the violating party can be identified and penalized. In addition,
the parties can renegotiate the monitoring policy and revert to conventional
monitoring (i.e., offline or online depending on the service and SLA). This can
be done easily as long as the service provided is discrete and state based. Con-
tinuous QoS-like properties cannot be monitored in this manner. In Section 5
we discuss how passive and online monitoring can be combined in a hybrid



www.manaraa.com

Reactive Monitoring of Service Level Agreements 17

approach, reactive monitoring, that can monitor both discrete and continuous
properties.

The general idea of the protocol is as follows:
1. The service provider starts by sending the service encrypted with the moni-

tor’s public key to the client
2. The response of the client is a signature on the received ciphertext
3. On receiving the signed ciphertext, the service provider responds with an

encrypted service to the client
The client can verify that the receipt he has given out was on the service he
requested and the service provider has a signature of the client that provides
non-repudiation: the client cannot deny ordering the service.

We adopt the standard naming convention in the cryptographic literature and
refer to the service provider as Alice and the service client as Bob.

Consider the following example:

Scenario 1 Alice provides memory storage. Bob is interested in using Alice’s
service for a week. Alice and Bob sign a contract that states the SLA. The
contract indicates that to obtain memory storage Bob will need a password that
expires every day. The states of the interaction can be divided to seven stages in
which Bob asks every day for a new password from Alice. In the SLA agreement
both parties agreed on hiring Matilda as a passive monitor.

One can assume that the password is the service provided, and we notate it as
M to Bob. Alice has the key pair (pka, ska), Bob has (pkb, skb), and Matilda
has (pkm, skm). We refer to the encryption algorithm as E, the decryption
algorithm as D and the signing algorithm as S throughout the paper. The steps
are as follows:
1. Alice sends Bob the ciphertext C1 = E(M,pkm) and σa = S(C1, ska). If

Bob does not respond then Alice has not revealed any information because
the service is encrypted with Matilda’s key.

2.a Bob verifies σa then replies with sending Alice σb = S(C1, skb). σb
represents a receipt in the context of SEP (success).

2.b If Bob does not get a reply (σa), he can contact Matilda and she can recover
the service M (from the previous step). Matilda will at this point give
Bob the encrypted service C2 = E(M,pkb), which she can construct from
message C1. If Matilda establishes that M is not the service agreed upon in
the CSP, she signs an abort message to Bob and the algorithm halts (fail).

3. Alice on receiving the receipt σb can verify it and send Bob the encrypted
service C2 = E(M,pkb).

Figure 1 is a diagram presenting the above protocol.
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Alice Bob
C1 = E(M,pkm)
σa = S(C1, ska)

C1,σa−→
V (σa, C1, pka) = {accept, reject}

σb = S(C1, skb)
σb←−

V (σb, C1, pkb) = {accept, reject}
C2 = E(M,pkb)

C2−→
D(C2, skb) = M

Figure 1. Optimistic Approach - No monitor needed

4. Passive Monitoring Scheme

If two or more parties to a SLA decide to use a passive monitoring scheme
(PMS), they should specify the monitoring party to use in case of dispute. Once
the negotiation ends a contract signing protocol takes place. This serves to
finalize the agreement and helps identify violating parties in case of disputes.

We assume that the service level agreement is a set of states that occur one
after another. For example, if we are talking about memory storage as the type
of service, a state would be the amount of memory reserved for a certain party
over a certain time period. Each time the interaction reaches a new state the
parties run SEP and exchange receipts. Each entity aggregates the new receipt
with the old ones. If a dispute arises the monitor asks all parties to provide the
latest aggregated signature they have calculated and the latest encrypted service.

The aggregate signature will refer to the state the party has reached. If all
parties have reached the same state then the monitor concludes that all parties
are acting in compliance with the SLA and decrypt the ciphertexts received
and distribute them. The monitoring can then continue in passive manner.
Figure 1 presents the interaction between Alice and Bob when the monitor
Matilda is not contacted while Figure 2 demonstrates the interactions in case
the monitor is needed. Note that Aa is the aggregation by Alice throughout
the interaction, Ab is the signature aggregation by Bob during the interaction
and Chk(CSP ) refers to checking the contract signing protocol to see what
services should have been provided at each state of the interaction.

Examining Figure 2 in detail, we see that Bob claims he has sent a receipt to
Alice but has not got the service he requested. He sends Matilda the ciphertext
and signature he got from Alice (C1, σa). Furthermore, he sends Matilda an
aggregate signature of his Ab indicating the state he has reached with Alice
in the interaction. He also sends a receipt copy σb to Matilda as proof of
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Alice Matilda Bob
C1,σa,Ab,σb←−

Aa−→
abort,Penalize←− if(V (σa, C1, pka) = reject

abort−→
Else

D(C1, skm) = M̄
abort,Penalize←− Chk(CSP ) and if (M̄ �= M ) abort−→

Else
abort,Penalize←− Chk(CSP ) and if (R(Aa, pk1, ..., pkn,M1, ...,Mn) = reject) abort−→

Else
abort←− Chk(CSP ) and if (R(Ab, pk1, ..., pkn,M1, ...,Mn) = reject)

abort,Penalize−→
Else

abort←− if (V (σb, C1, pkb))
abort,Penalize−→

Else
σb←− E(M,pkb) = C2

C2−→
V (σb, C1, pkb)={accept, reject} D(C2, skb) = M

Figure 2. Monitor mediation required

good intention. Matilda asks Alice to provide her with an aggregate signature
too. Matilda can verify the signatures she got from both parties and decrypt
the message she got from Bob. She compares the service M , the state of
interaction, i.e., comparing aggregate signatures, and the receipts with the SLA
contract. If everything seems compatible with the contract, Matilda can assume
an unreliable connection between Alice and Bob. She then forwards the service
encrypted to Bob and Bob’s receipt is sent to Alice.

The proposed passive monitoring scheme uses asymmetric (public key)
encryption for all operations. This is expensive and not necessary. A typical
optimization would be to use public key encryption to establish the receipts
together with a session key and then use this key with a (cheaper) symmetric
encryption scheme or the actual (encrypted) service.

5. Reactive Monitoring Scheme

The passive monitoring scheme introduced in the previous section is not
able to monitor continuous QoS-like properties such as network bandwidth
or processing power. Additionally, we observe that some QoS properties, in
particular security, are very hard to monitor. None of the existing monitoring
techniques, including passive or reactive monitoring, is capable of dealing with
these. However, for continuous properties we propose a reactive approach. At
the moment that one of the parties to an SLA suspects that a continuous property
is violated it can contact an online monitor. Using continuous monitoring it
tries to establish if a violation has taken place. Since the offending party will
not be notified until after the inspection is performed, there is a reasonable
probability of detecting most violations in this way. Figure 3 illustrates the
complete reactive monitoring scheme.
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Figure 3. State diagram of reactive monitoring scheme
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Figure 4. Expected overhead of online and reactive monitoring

The reactive monitoring scheme proposed in this paper tries to balance the
disadvantages of both online and offline monitoring. The advantage with respect
to offline monitoring should be clear: in contrast to offline monitoring, reactive
monitoring detects all occurrences of violations and can always identify the
offending party.

The advantage with regards to online monitoring is perhaps less clear. At
first glance reactive monitoring seems to be more expensive since it uses some
expensive cryptographic operations and also uses online monitoring as a sub-
part of its process. However, we argue that on average reactive monitoring
has a smaller performance overhead compared to online monitoring. Figure 4
displays a hypothetical view of the expected overhead over the time period of a
typical SLA. However, we have not represented offline monitoring costs on the
graph, because it is not clear to us to where to attribute the costs or how large
they should be at different times.

Three different phases can be distinguished:
Phase I: This is the initialization phase of the reactive monitoring scheme.
Several cryptographic operations have to be performed to use the passive
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monitoring scheme, and its overhead will thus be higher than online
monitoring at this stage.
Phase II: Under normal circumstances online monitoring will on average
be more expensive than reactive monitoring. The reactive monitoring
scheme does not continuously inspect the provided service, but will only
occasionally forward and sign some service requests.
Phase III: If a (possible) violation is signalled by one of the parties the
monitor either (i) checks the credentials, for discrete SLA properties, to
determine if a violation has occurred and to identify the offending party
(if any), or (ii) an online monitor is used to determine retrospectively
if a continuous property has been violated. In this phase the reactive
monitoring scheme will again be more expensive than online monitoring.

We argue that on average phase II will be much more common then either
phase I or III. This will in particular be the case if the number of violations is
relatively low. From this we conclude that, when measured over a longer time
period, the cumulative cost of reactive monitoring will be lower than the costs
of online monitoring.

Obviously, this argument is only a first step towards a full analysis of the
difference in performance overhead between reactive and online monitoring.
For one thing, we have not defined what overhead exactly means: number of
used messages, cpu or memory usage or something else? We do believe that
reactive monitoring can be beneficial under typical situations and deserves fur-
ther research. Our next step is to implement the passive monitoring scheme and
compare its performance (overhead) with other approaches in different circum-
stances, possibly using some of the ALIVE (see http://www.ist-alive.eu)
scenarios as testbeds.

In summary, the reactive monitoring scheme is a hybrid approach that com-
bines passive monitoring, as introduced in Section 4, with online monitoring.
This combination should provide reliable monitoring with an overhead that is
smaller than with conventional online monitoring.

6. Conclusions

This paper introduces reactive monitoring: a monitoring paradigm that
combines classical online monitoring with a new passive monitoring scheme
based on aggregate contract signing protocols. A theoretical analysis of the new
monitoring scheme shows that in typical circumstances reactive monitoring has
a lower overhead than online monitoring. The next step is to implement the
reactive monitoring scheme and show through empirical experiments that the
overhead is indeed lower.
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1. Introduction

The WS-Agreement specification [1] of the GRAAP-WG (Grid Resource
Allocation Agreement Protocol Working Group) of the Open Grid Forum (OGF)
is a protocol that allows two parties to express and close electronic contracts.
In order to achieve this, WS-Agreement provides an XML Schema definition
that allows describing the content of Service Level Agreements (SLAs) and a
protocol with message definitions that can be used to agree on contracts. The
XML Schema provides information about the basic structure of agreements but
intentionally does not address the concrete and domain specific description of
the terms that parties want to agree upon. These so called term languages need
to be contributed by additional XML Schema definitions.

Several projects have (partially) implemented the WS-Agreement specifica-
tion during the recent years since it has become an OGF proposed recommenda-
tion. By inspecting the outcomes of these projects and also of our own attempts
to implement WS-Agreement1, we have discovered that most projects use only a
fraction of WS-Agreement. Our hypothesis is that this results from the problem
that WS-Agreement does not provide sufficient instructional information on
how to use it. Through the recent years we have found several non-obvious
ways to exploit WS-Agreement and to allow large parts of its logic to be shifted
into domain-independent frameworks, which significantly simplifies the use
of WS-Agreement for a specific application. Herein, we want to provide our
conclusions in the form of a set of best practices on how to use WS-Agreement.

The remainder of this paper is structured as follows: First, related work on
WS-Agreement is presented in section 2. Section 3 addresses the protocol used
to create agreements, and the structure of these agreements is then discussed in
section 4. Section 5 addresses agreement templates before section 7 concludes
the paper.

2. Related work

Early work on Service Level Agreements in the scope of Web Services and
Grid computing has been published Ludwig et al. in [2]. Their work culminated
in the WS-Agreement specification [1], which is currently a proposed recom-
mendation by the Open Grid Forum. Wieder et al. present in [3] a survey of
various WS-Agreement implementations, though at a rather conceptual level.
More technical details on attempts to implement WS-Agreement can be found in
papers by Hasselmeyer et al. [4] and Battré et al. [5]. The question of modeling

1The use of WS-Agreement in AgentScape, AssessGrid, BEinGRID Experiments 20, 22, and 25, BREIN,
JSS, and Phosphorus has been considered. Details can be found in an upcoming experience document of
WS-Agreement in the scope of the Open Grid Forum.
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SLAs with WS-Agreement has been discussed for example by Rana et al. [6]
and Battré et al. [7].

3. Protocol

Agreements that follow the WS-Agreement specification are always instanti-
ated between exactly two parties. These two parties take the roles of Agreement
Initiator and Agreement Responder. WS-Agreement does not prescribe which
role is taken by a customer and which role is taken by a provider. In most
projects investigated, however, the customer takes the role of the Agreement
Initiator.

The agreement creation process follows a very simple two step protocol:
First, the Agreement Initiator submits an agreement offer to the Agreement
Responder. Then the Agreement Responder makes an atomic decision whether
to accept this offer or to reject it and notifies the Agreement Initiator of its
decision. After this, an Agreement is either established or declined with an
exception. The Agreement Responder may not modify the agreement offer in
any way.

Two important aspects from this protocol are worth mentioning because they
contradict common expectations of an agreement protocol:

The agreement creation protocol is very simple consisting of just two
messages. After the Agreement Initiator has submitted its offer, it is
legally bound to this offer in case the Agreement Responder accepts it.
We have seen a frequent desire to either invert the order of commitment
(i. e. the desire that the offer sent by the Agreement Initiator is non-
binding, that it results in a counter-offer by the Agreement Responder to
which the latter is bound, and that the Agreement Initiator can commit
on this counter-offer) or to at least ask for non-binding offers, called
“invitations to treat”, where the Agreement Responder replies with a
counter-offer that it is generally willing to accept without asserting that
it maintains this willingness for any period of time. Neither of this is
supported by WS-Agreement as of now! The desire to invert the order
of commitment is motivated by various scenarios where for example
the provider needs to calculate the price before creating an agreement
or where co-allocation of several services is important. WS-Agreement
extensions that allow asking for invitations to treat are being developed
by the GRAAP working group. We suggest that, in order to circumvent
the problem of co-allocation, these mechanisms may be combined with
policies that allow a customer to create agreements but terminate those
for a small penalty within the first few seconds after their creation in
order to perform a roll-back.
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It seems desirable to negotiate an agreement by means of (several) rounds
of offers and counter-offers and to modify an accepted agreement at
runtime. Neither is supported by WS-Agreement as of now.

4. Structure of Agreements

The content of agreements expressed by means of WS-Agreement, i. e. terms
that express what is agreed upon, has been left open to support various domains.
The overall structure, however, is common amongst all agreements. It comprises
the context of agreements, mainly specifying the two parties involved, and a
set of guarantees for expressing what is guaranteed and what penalties and
rewards are given in case of violations or compliance. These two static parts
are followed by a set of agreement states that expose the runtime state of an
agreement. All this information is exposed as WS-Resource Properties and can
be summarized in a resource property document. The appendix of this paper
contains a sample SLA that explains and illustrates several of the best practices
discussed in the following.

4.1 Context

The Agreement Context (lines 4–13 of the sample SLA) comprises a defi-
nition of the parties involved in the agreement as well as metadata such as the
agreement duration. Furthermore, it provides an extension point for domain
specific meta data. We address here only the parties involved in the agreement.

WS-Agreement does not prescribe how the participating parties are identi-
fied. The parties could be natural persons (human beings), legal person (e. g.
companies, providers, virtual organizations (VO), etc.), but maybe also concrete
computing systems. Identity management is a broad topic of ongoing research
but for practical purposes we would recommend to just use distinguished names
as they are common in secure web service contexts. WS-Agreement does not
specify the use of signatures in agreements, but provides for example in the
agreement context freedom to add them.

4.2 Terms and States

The Agreement Terms make up the core of an agreement stating what is
guaranteed and what happens in case guarantees are adhered to or violated.

WS-Agreement provides two types of terms, Service Description Terms and
Guarantee Terms, as well as so called Service References and Service Properties.
These elements can be combined by the logical conjunctions “All”, “One or
More”, and “Exactly One” (see lines 16–98).

As it appears generally difficult to work with contracts that contain arbitrarily
nested logical conjunctions, we recommend transforming the logical expression
of terms into disjunctive normal form before deciding whether an agreement
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can be fulfilled and therefore accepted. This reduces the task to the simpler
problem of deciding whether at least one conjunctive clause can be fulfilled.
Most projects investigated did not allow disjunctions of terms.

In the following we will discuss Service Description Terms and their state rep-
resentation as Service Term States, followed by Service Properties, Guarantee
Terms, and Guarantee States.

The aptly named Service Description Terms (SDTs) describe the properties
of a service offered by the provider (usually Agreement Responder). Lines
18–40 of the sample SLA illustrate this. We recommend the following best
practices for Service Description Terms:

Service Description Terms should reuse structures of well respected
specifications such as JSDL for example (or one of its extensions JSDL-
POSIX, JSDL-SPMD, etc.) for the sake of interoperability, which is
otherwise difficult to achieve. Members of the GRAAP working group
of OGF might give useful hints, what has been used in the scope of
WS-Agreement in the past.
The Name attribute of a Service Description Term may carry a semantic
meaning that is agreed upon by the programmers developing the client
and server side implementations of WS-Agreement. By giving SDTs a
name, programmers can anticipate the structure and the meaning of a
SDT in the context of an SLA. This simplifies the handling of an SLA
on the provider side significantly because service terms can be selected
easily by their name and processed by handlers that are registered for the
respective SDT names.
WS-Agreement allows describing different facets of the same service in
individual Service Description Terms and linking those together by using
the ServiceName attribute of Service Description Terms. This allows
separation of concerns and simplifies re-negotiation in the future because
individual aspects of an agreement can be referenced and re-negotiated
individually.
For computational services, it is often preferable to describe what will
be delivered in terms of services, which encapsulate the logic of one or
more programs by a simple interface, than to allow JSDL-POSIX/SPMD
like access to the raw compute resources. The reason for this is the sheer
number of problems that can occur and make it difficult to decide who has
violated his guarantees. In particular a bad exit code of a user submitted
program does not indicate whether the input data or the software contains
an error, or whether the problem stems from hardware issues or the
operating system. By offering the execution of a service, a provider can
provide a tested service that performs input file validation and gain more
confidence to execute a program successfully. The provider promises a
correct result and the reason for incorrect results becomes less important.
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Therefore, in the scope of WS-Agreement, Service Grids appear simpler
to realize than Compute Grids. Furthermore, they simplify changing
providers because file system paths to executables for example are hidden
behind the service description.

Each Service Description Term possesses a runtime state (lines 105–124),
the so called Service Term State. It indicates whether the described aspect of
the service is not ready, ready, or completed. The definition of the Service Term
State provides an extension point that implementations should use to expose
additional runtime or monitoring data for the associated Service Description
Term. Even though this is not explicitly suggested by the WS-Agreement speci-
fication, our experience showed that this is the most reasonable point to expose
this data during SLA execution. Moreover, extensive runtime information is
of particular importance for the definition of guarantees and their service level
objectives. The example illustrates how this runtime information is included in
the Service Term State. Note that the user has requested a minimum CPU speed
of 2 GHz (line 33) but was given CPUs of 3 GHz clock rate (line 114).

The Service Description Terms do not make any guarantees by themselves.
The guarantees and consequences of adherence and violation are formulated in
Guarantee Terms. Before addressing those, we need to discuss Service Proper-
ties, as they constitute a central tool for guarantee description and evaluation.

Service Properties (line 41–65) allow the definition of variables. A variable
consists of an identifier, a metric, and a location expression. If Service Term
States expose the actual configuration or monitoring data of service aspects
as suggested above, this enables to refer to these values by newly introduced
variables as presented in the example. All resource properties of an Agreement
are summarized in a resource properties document upon which the location
expressions can be evaluated. Note the difficulty of using XPath expressions
with namespace prefixes. In order to bind namespace prefixes one can resort
for example to using XQuery or one could define static prefix bindings, which
means however that the SLA is not self-containing.

Given these variables, it is possible to express guarantees in the form of
Guarantee Terms using for example the Java Expression Language (JEXL),
any other expression language is possible as well, as shown in lines 66–96. A
WS-Agreement implementation could then just lookup the variable valuations
from the resource properties document and evaluate the JEXL expression using
a standard interpreter.

Note how the combination of JEXL expressions with variables can be used
to define qualifying conditions for Guarantee Terms as well as for determining
whether Guarantee Terms are fulfilled. Likewise they can be used to define
Value Expressions for penalties and rewards.

We want to point out two important topics in the context of SLA compliance.
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WS-Agreement does not allow an SLA to be violated. The SLA can be in
various states (see chapter 7.1 “Agreement States” of the WS-Agreement
specification [1]), but these indicate only position in the life-cycle of the
SLA. Only Guarantee Terms can be violated. We have seen a frequent
desire to express that an either the entire SLA is fulfilled or violated. This
can be modeled by aggregating several conditions into one guarantee as
shown in lines 73–78. These lines comprise the conditions that the job
starts after the earliest possible start time, terminates before the latest
possible finish time, and uses CPUs of at least the specified clock rate.
Note how the expression remains correct even if the job termination time
is not known, yet.
Penalties and Rewards carry an assessment interval defining the duration
over which a service level objective is observed. If a Service Level
Objective (SLO) always evaluates to true during this time, a reward is
paid; otherwise a penalty is paid. After that the monitoring continues. It is
often desirable that a penalty is paid only once: If an SLO is ever violated,
the SLA should be considered violated as well and a penalty shall be
paid. This can be modeled by an empty Service Level Objective that is
evaluated only once and bears a positive reward. This represents the fee
(reward) of the SLA. In addition to that, a compound SLO carries the
guarantees and a penalty. In order to express that the penalty is paid only
at the first time the SLO is violated, one can for example wrap the content
of the Value Expression of the Penalty with a custom <onlyOnce> tag
or use a Custom Business Value. Unfortunately, something like this has
not been standardized, yet.

The status of guarantees is exposed as Guarantee States to the user. Just like
the previous states, a user can query these states by means of the WS-Resource
Framework and subscribe to them by means of WS-Notification.

5. Templates

Templates play an important role in WS-Agreement for advertising what
kind of services and QoS a provider can offer and for automatically evaluating
whether the content filled into a template is valid. Even though often expected,
templates do not serve the purpose of telling the Agreement Initiator which
fields to fill very well but instead describe what the filled out template will look
like.

An Agreement Template is an extension of the regular Agreement structure
by so called Creation Constraints. A Creation Constraint consists of an XPath
or XQuery pointing to elements within the agreement and an XML Schema
definition for elements located at these positions. By means of XML Schema
validation it is possible to automatically determine whether an Agreement
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complies with the Creation Constraints. The following example shows how this
mechanism may be used to limit requests to ask for only one or two CPUs in
each node.

<wsag:Item wsag:Name="JobDefinition_JobDescription_Resources_\
IndividualCPUCount_Exact@JOB_DESCRIPTION">

<wsag:Location>
declare namespace jsdl=’...’; declare namespace wsag=’...’;
$this/wsag:AgreementOffer/wsag:Terms/wsag:All/
wsag:ServiceDescriptionTerm[@wsag:Name=’JOB_DESCRIPTION’]/
jsdl:JobDefinition/jsdl:JobDescription/jsdl:Resources/
jsdl:IndividualCPUCount/jsdl:Exact

</wsag:Location>

<wsag:ItemConstraint>
<xs:minInclusive value="1" xmlns:xs="..."/>
<xs:maxInclusive value="2" xmlns:xs="..."/>

</wsag:ItemConstraint>

</wsag:Item>

Note how difficult it is to automatically extract the information that this creation
constraint limits the number of CPUs in each node. This underlines one of our
central claims:
The structure of Agreement Templates needs to be known to Agreement Ini-
tiators and Agreement Responders. A programmer could explicitly look up
the range of numbers of CPUs by evaluating two XPath expressions on the
Agreement Template, present this range to the user in some graphical user
interface, and store the entered value at the correct location in the agreement
offer. This requires however that the programmer knows the structure (not
the concrete values) of the Agreement Template in advance. The structure
tells where range limits can be found and where concrete values shall be filled
in. As each Agreement Template carries an identifier, it is possible to version
templates and provide this information. Similarly, the provider needs to know
the structure of the Agreement Template and thereby the structure of incoming
agreement offers to be certain whether it can fulfill these offers and that a user
does not request something impossible. The Creation Constraints are a means
to automatically check that only valid options are requested in the agreement
offer and that the agreement offer follows a structure that can be interpreted by
the provider.

A different approach to customize agreement offers is to use Exactly One
statements in the Agreement Template and ask the user to pick one option and
replace the Exactly One statement by this option. This modifies the Agreement
structure however. Therefore, it is even more important to guard this by suitable
Creation Constraints.



www.manaraa.com

Lessons Learned from Implementing WS-Agreement 31

6. Conclusion

WS-Agreement describes a protocol and structure to create and describe
service level agreements. In order to remain domain independent, the authors
of WS-Agreement have provided many extension points for domain specific
parts. Therefore, it is possible to make use of WS-Agreement in a virtually
infinite number of different ways. Investigations of various WS-Agreement
implementations have shown that many projects make use of only small portions
of WS-Agreement and large portions seem to be not well understood.

In this paper we have presented the hypothesis that both parties involved in a
WS-Agreement need to know the structure and meaning of a concrete Agree-
ment Template before writing software that requests the creation of agreements
and software that instantiates the service described by agreements that are based
on this template. Therefore, the created agreements necessarily follow a fairly
rigid structure described in the Agreement Template.

If Agreement Templates are designed according to the design guidelines
presented in this paper, it becomes possible to

automatically check whether an agreement offer is valid (by checking
Creations Constraints),
extract limits from the creation constraints and present them in a GUI for
the Agreement Initiator (by making use of named Agreement Templates
and named Creation Constraints with known structure),
automatically evaluate the fulfillment and violation of guarantees and bill
the parties for this (by valuating variables and evaluating guarantees).

These features can be implemented in a generic WS-Agreement engine and do
not need to be considered by a programmer implementing SLAs for a specific
domain. This shifts the focus to designing SLA templates. Besides that, the
remaining task of the programmer is to

instantiate services according to the agreement (rather simple due to the
known structure of the agreement) and
expose the actual properties of the agreement as WS-Resource Properties.

Example SLA

<wsag:AgreementProperties {namespace declarations}>
<wsag:Name>Weather Forecast Agreement, 2009−07−19</wsag:Name>
<wsag:AgreementId>8689d4f3−ae17−4234−bdbd−b814e7c7d6c6</wsag:AgreementId>
<wsag:Context>

<wsag:AgreementInitiator xsi:type="ns:DistinguishedName_Type">
/C=DE/O=GridGermany/OU=TU Berlin/OU=CIT/CN=Dominic Battre

</wsag:AgreementInitiator>
<wsag:AgreementResponder>...</wsag:AgreementResponder>
<wsag:ServiceProvider>AgreementResponder</wsag:ServiceProvider>
<wsag:ExpirationTime>2009−07−20T23:59:59.000+02:00</wsag:ExpirationTime>
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<wsag:TemplateId>AR_TEMPLATE_v1.0</wsag:TemplateId>
<wsag:TemplateName>Advanced Reservation Template</wsag:TemplateName>

</wsag:Context>

<wsag:Terms>
<wsag:All>

<wsag:ServiceDescriptionTerm wsag:Name="AR_TIME_CONSTRAINTS"
wsag:ServiceName="ARService">

<ar:AllocationTimeConstraint>
<ar:StartTime>2009−07−19T19:00:00.000+02:00</ar:StartTime>
<ar:EndTime>2009−07−20T19:00:00.000+02:00</ar:EndTime>

</ar:AllocationTimeConstraint>
</wsag:ServiceDescriptionTerm>
<wsag:ServiceDescriptionTerm wsag:Name="JOB_DESCRIPTION"

wsag:ServiceName="ARService">
<jsdl:JobDefinition xmlns:jsdl="http://schemas.ggf.org/jsdl/2005/11/jsdl">

<jsdl:JobDescription>
<jsdl:Application>

<jsdl:ApplicationName>weather−forecast</jsdl:ApplicationName>
<jsdl:ApplicationVersion>1.0</jsdl:ApplicationVersion>

</jsdl:Application>
<jsdl:Resources>

<jsdl:IndividualCPUSpeed><jsdl:LowerBoundedRange>2.0E9</...></...>
<jsdl:IndividualCPUCount><jsdl:Exact>2.0</jsdl:Exact></...>
<jsdl:TotalResourceCount><jsdl:Exact>16.0</jsdl:Exact></...>
<jsdl:TotalCPUTime><jsdl:Exact>72000</jsdl:Exact></...>

</jsdl:Resources>
</jsdl:JobDescription>

</jsdl:JobDefinition>
</wsag:ServiceDescriptionTerm>
<wsag:ServiceProperties wsag:Name="Service_Properties_1"

wsag:ServiceName="ARService">
<wsag:VariableSet>

<wsag:Variable wsag:Name="REQ_CPU_SPEED" wsag:Metric="xs:integer">
<wsag:Location>

declare namespace jsdl=’...’; declare namespace wsag=’...’;
$this/wsag:AgreementProperties/wsag:Terms/wsag:All/
wsag:ServiceDescriptionTerm[@wsag:Name = ’JOB_DESCRIPTION’]/
jsdl:JobDefinition/jsdl:JobDescription/jsdl:Resources/
jsdl:IndividualCPUSpeed/jsdl:LowerBoundedRange

</wsag:Location>
</wsag:Variable>
<wsag:Variable wsag:Name="ACT_CPU_SPEED" wsag:Metric="xs:integer">

<wsag:Location>
declare namespace jsdl=’...’; declare namespace wsag=’...’;
$this/wsag:AgreementProperties/
wsag:ServiceTermState[@wsag:termName=’JOB_DESCRIPTION’]/
jsdl:JobDefinition/jsdl:JobDescription/jsdl:Resources/
jsdl:IndividualCPUSpeed/jsdl:Exact
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</wsag:Location>
</wsag:Variable>
{ further variable definitions: REQ_START_TIME, ACT_START_TIME,

REQ_END_TIME, ACT_END_TIME, JOB_EXECUTION_STATE }
</wsag:VariableSet>

</wsag:ServiceProperties>
<wsag:GuaranteeTerm wsag:Name="OVERALL_GUARANTEE">

<wsag:ServiceScope wsag:ServiceName="ARService"/>
<wsag:QualifyingCondition>

(JOB_EXECUTION_STATE eq ’Ready’) or
(JOB_EXECUTION_STATE eq ’Complete’)

</wsag:QualifyingCondition>
<wsag:ServiceLevelObjective>

<wsag:CustomServiceLevel>
(REQ_START_TIME le ACT_START_TIME) and
(empty(ACT_END_TIME) or

(ACT_END_TIME le REQ_END_TIME)) and
(REQ_CPU_SPEED le ACT_CPU_SPEED)

</wsag:CustomServiceLevel>
</wsag:ServiceLevelObjective>
<wsag:BusinessValueList>

<wsag:Penalty>
<wsag:AssessmentInterval>

<wsag:TimeInterval>P5M</wsag:TimeInterval>
</wsag:AssessmentInterval>
<wsag:ValueUnit>EUR</wsag:ValueUnit>
<wsag:ValueExpression>5</wsag:ValueExpression>

</wsag:Penalty>
<wsag:Reward>

<wsag:AssessmentInterval>
<wsag:TimeInterval>P5M</wsag:TimeInterval>

</wsag:AssessmentInterval>
<wsag:ValueUnit>EUR</wsag:ValueUnit>
<wsag:ValueExpression>10</wsag:ValueExpression>

</wsag:Reward>
</wsag:BusinessValueList>

</wsag:GuaranteeTerm>

</wsag:All>
</wsag:Terms>

<wsag:AgreementState>
<wsag:State>Observed</wsag:State>

</wsag:AgreementState>

<wsag:ServiceTermState wsag:termName="JOB_DEFINITION">
<wsag:State>Ready</wsag:State>
<jsdl:JobDefinition xmlns:jsdl="http://schemas.ggf.org/jsdl/2005/11/jsdl">

<jsdl:JobDescription>
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<jsdl:Application>
<jsdl:ApplicationName>weather−forecast</jsdl:ApplicationName>
<jsdl:ApplicationVersion>1.0</jsdl:ApplicationVersion>

</jsdl:Application>
<jsdl:Resources>

<jsdl:IndividualCPUSpeed><jsdl:Exact>3.0E9</jsdl:Exact></...>
<jsdl:IndividualCPUCount><jsdl:Exact>2.0</jsdl:Exact></...>
<jsdl:TotalResourceCount><jsdl:Exact>16.0</jsdl:Exact></...>
<jsdl:TotalCPUTime><jsdl:Exact>69932</jsdl:Exact></...>

</jsdl:Resources>
</jsdl:JobDescription>

</jsdl:JobDefinition>
</wsag:ServiceTermState>

<wsag:ServiceTermState wsag:termName="AR_TIME_CONSTRAINTS"> ...
</wsag:ServiceTermState>

</wsag:AgreementProperties>
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Abstract The management of infrastructure resources in a large-scale environment such
as Grid Computing is a challenging task and places significant demands on re-
source discovery, scheduling and the underlying communication channels. The
fulfillment of the business goals and service quality in such an environment
requires an infrastructure to cope with changes in demand and infrastructure
performance. In this paper, we propose an abstract service-oriented framework
for SLA-aware dynamic resource management. The framework provides self-
managing, self-configuration and self-healing strategies in order to support auto-
nomic and ambient service management. We study an SLA negotiation process
at the infrastructure resource layer, live migration for resource re-provisioning,
a multi-layer architecture framework to monitor infrastructure resources and
a harmonized interface to access arbitrary sources of infrastructure resources
based on SLA requirements. Resource usage will be optimized according to the
provider policies and SLA requirements.
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1. Introduction

The convergence of Service-Oriented Architecture (SOA), Grid computing
and Virtualization is creating a critical point for the IT infrastructure resource
management. Grid computing allows pooling of computing resources such as
computing power and data storage dynamically from different organizations at
different geographical location. Virtualization allows for resource optimization
by running multiple virtual machines on a single physical under-utilized ma-
chine. Infrastructure as a Service (IaaS) is a model that allow a service provider
to deliver the raw computing power to the service consumer on demand over
the internet through a self-service frontend.

The management of infrastructure resources, either physical or virtual, in
such a large-scale environment is a complex and challenging task. The fulfill-
ment of the business Service Level Agreement (SLA) requires the infrastructure
to cope with changes in demand and infrastructure performance. IT infrastruc-
ture must be capable of adding new resources over time, resilient to failure
and provide a recovery mechanism. Infrastructure capabilities such as high
availability, adaptability, scalability, interoperability, performance, monitoring
and integration are of paramount importance. Commercial infrastructure service
provider such as Amazon Elastic Compute Cloud (EC2) [1], GoGrid [2] and
Flexiscale [3], provide different proprietary management interfaces to manage
their own infrastructure resources. Managing different providers in a harmo-
nious way is a challenging task even though there has been much work on
harmonization within the Grid computing area. SLAs offered from the commer-
cial infrastructure service providers are not dynamic, typically non-negotiable,
not machine readable and are generally under a standard SLA term. These
SLAs tend not to be pro-actively monitored and lack of automated execution of
penalties and charge-back.

Our work focuses on the management of infrastructure resources such as
computers, networks and storage with an SLA-awareness capability. We aim to
solve many of the previously mentioned problems that are exhibited by today’s
IaaS providers. It will enable an Service-Oriented Infrastructure (SOI) to be
mapped to a physical infrastructure and SLAs to be enforced at the resource
level. We propose a resource specification that enables the determination of
virtual resource requirements in support of SLA negotiation and a harmonized
interface to manage heterogeneous compute resources from different computing
resource providers. We also propose a virtual machine monitoring component
which enables the infrastructure to cope with failure and to meet the SLA
requirements. SLA-awareness at the infrastructure service layer enables the
identification and triggering of enforcement decisions to protect SLAs, and
the ability to carry out dynamic re-provisioning resulting in better service and
increased efficiency.
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1.1 Paper Organization

The remainder of this paper is organized as follows. In Section 2 we present
an overview architecture of the infrastructure management framework. In Sec-
tion 3 we propose a negotiation mechanism at the infrastructure layer. In Section
4 we present the provisioning and re-provisioning process for the infrastructure
resources. In Section 5 we propose a multi-layer resource monitoring mecha-
nism. In Section 6 we study some of the related work. Section 7 concludes with
a brief summary and details of future work.

2. Architecture Overview

In this section, we describe the Infrastructure Management architecture of
the SLA@SOI framework [4] and the relevant components. Given the distinct
responsibilities of the various components within the architecture and to achieve
scalability and flexibility, a generic agent-based architecture in combination with
asynchronous communication mechanisms (messaging bus) is implemented. To
allow communications to route to individual agents, and to distinguish between
arbitrary message types, it was observed that assigning one message-bus channel
per message type was appropriate. An overview of the architecture component
diagram is illustrated in Figure 1.

Figure 1. An Overview of Architecture Components
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The Infrastructure Management Service provides a customer facing exter-
nal interface for registration, provisioning, redeployment and management
functionalities.

The Abstract Infrastructure Framework Model is used for describing required
infrastructure resources and can accommodate infrastructure constraints defined
in higher-level business SLAs.

The Infrastructure SLA Translation converts a provisioning request into
an Abstract Infrastructure Framework Representation. This could potentially
support requests in multiple formats.

The Infrastructure Deployment Planner analyses requests and converts them
into individual virtual resource requirements and corresponding software images.
It checks if these resources can be provisioned and reserves these resources for
a short duration.

The Infrastructure Negotiation Workflow uses the Infrastructure SLA Trans-
lation and Infrastructure Deployment Planner to see if resources can be provi-
sioned. The customer may or may not decide to proceed with the provisioning.

The Provider Management component provides a plug-in management sys-
tem for communicating and controlling resource providers using a consistent
abstracted interface. It performs the provisioning and re-provisioning as re-
quired.

The Autonomic Management (Optimisation) component sends a request
to the Deployment Planner to perform redeployment preemptively based on
potential SLA violations identified by the Monitoring component.

The Monitoring component receives events from internal or external resource
providers, standardizes them and stores them in a historical repository. It reviews
the historical repository, correlates raw events, identifies escalations including
potential and actual SLA violations, and forwards them to subscribers. It will
store this information in an historical repository and may expose it depending
on the SLA.

The Prediction Services will be used by the Infrastructure Deployment Plan-
ner to predict the actual resources required based on historical and any other
information available.

The Infrastructure Landscape forms a representation of all currently running
physical and virtual infrastructure resources which are under the control of the
Infrastructure Provider. All attributes of registered infrastructure resources can
be queried. Physical and virtual infrastructure resources must be registered here
upon activation.

3. SLA Negotiation

Within the Negotiation module, infrastructure is offered by way of a provi-
sioning service. Each successful provisioning of infrastructure is guaranteed by
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the SLA specified by the customer. We introduce a template based on the WS-
Agreement specification for reserving resources (i.e. establishing agreements),
which is customized to size the infrastructure provisioning request according to
application requirements.

This template defines the necessary constructs without setting any constraints
on the requested values of SLA for the infrastructure. The template includes
default values which would typically be modified as part of an agreement offer.
It is up to the infrastructure planner to decide whether the values submitted
as part of an agreement offer (that was produced based on this template) are
acceptable or not.

The Negotiation module would extract the necessary SLA terms and submit
them as an argument to the provisioning request. If the request is accepted,
an SLA would be established. A provisioning request that has been submitted
and agreed upon is deemed to be an infrastructure SLA (iSLA). Our notion
of what an iSLA consists of is a vector of three core attributes; a set of terms,
a set of Service Level Objectives (SLOs) and a set of rules. The set of terms
dictate the resource specifications, a virtual machine in this case, and includes
the functional and non-functional attributes that will govern the creation of the
requested resource. The set of SLOs are the metrics that are to be monitored by
the Monitoring component. These SLOs can be directly or indirectly related to
the set of terms. Finally the set of rules are conditional actions to be taken upon
the state change of one or more of the SLOs. An iSLA can be submitted in
isolation and equates to one resource provisioning request. iSLAs can be com-
bined in order to form a request that equates to multiple resource provisionings
per agreement.

In a multi-round negotiation, where counter-offers may exist, the infrastruc-
ture needs to provide reasonable alternatives to provisioning requests that cannot
be satisfied. This may take place by adjusting some of the terms in the request,
by adding extra terms, or by removing some of the existing ones. As an example,
one may consider the case of a provisioning request of 2 VMs with CPU speed
set to 10 GHz (the Negotiation module does not filter the requests based on
their semantics, but rather only on the constraints of the templates used). This
request would of course fail due to unrealistic CPU speed requirements, and
it would be up to the infrastructure to facilitate negotiation by replying with a
counter-offer (e.g. 2 VMs with CPUSpeed = 1.5 GHz), instead of just rejecting
the request.

4. Resource provisioning and re-provisioning

Infrastructure Management needs to be able to interact with arbitrary sources
of infrastructure resources. These may be locally installed physical machines,
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which may or may not support some form of virtualization. Alternatively, the
infrastructure may be provided by remote providers such as Amazon EC2.

Following the approach of previous research work [5], we propose a har-
monized interface, the Provider Management interface, for heterogeneous vir-
tualized infrastructure services. We develop a technology neutral interface to
virtualization technologies which enables an abstract hardware environment to
be defined. The harmonized interface enables higher level services to remain
separate from details of the underlying technologies that are used in a physical
infrastructure, which will orchestrate a potentially unlimited set of infrastructure
resources.

The Provider Management interface provides a plug-in management system
for communicating with and controlling resource providers using the consistent
abstracted interface. Each resource, either local or remote, is manipulated via
an appropriate Resource Agent. The Resource Agent is customized for the
type of resource being controlled, be it a local hypervisor, or a remote infras-
tructure provider such as Amazon EC2. The Provider Management interface
communicates with the Resource Agents via a messaging bus, which is currently
implemented using the Extensible Messaging and Presence Protocol (XMPP)
[10].

The Provider Management interface currently provides five basic functionali-
ties, (1) to find suitable physical resources that satisfy the virtual resource SLA
requirements of the infrastructure provisioning request, (2) to reserve a virtual
resource on a physical resource, (3) to instantiate and start the virtual resource,
(4) to stop the virtual resources associated with the infrastructure provisioning
request, and (5) to re-adjust or re-provision the virtual resources according to
the SLA constraints.

A key benefit of having an Infrastructure Management layer is being able to
adjust and reprovision the infrastructure as required. This may be following a
request from the customer, or following some internal analysis and detection of
an opportunity for consolidation or avoiding an SLA violation.

The type of adjustment and reprovisioning supported depends on the type of
infrastructure technologies being used, and the architecture of the application or
service being hosted. Typical scenarios include “imaging" a virtual machine and
booting it up in an alternative virtual machine, perhaps on different hardware;
adjusting aspects of the virtual machine, e.g. the CPU allocation; and live mi-
gration, where a virtual machine can be transferred from one physical machine
to another, without any downtime for the users. If the application is partitioned
according to the Model/View/Controller approach, reprovisioning could simply
require the instantiation of additional Views (web servers) or Models (database
servers) depending on which component is under the most stress.
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4.1 Live Migration

Live migration is a particularly interesting form of re-provisioning as it
requires no downtime for the customer. For example, if the Autonomic Manage-
ment component detects an opportunity for consolidation of services without
affecting customer SLAs, live migration could be used to relocate the virtual
machines seamlessly if the providers being used support live migration.

However, live migration does not come for free and can temporarily reduce
the performance of hosted services during the migration process. The time
required to live-migrate can be significant, depending on the size of the virtual
machine and network bandwidth.

Some experimentation has been undertaken in order to profile the extra
impact that a live migration can have within the running time of virtual machines
and the infrastructure. From a host machine running a virtual image, we can
issue a command (such as “xm migrate") indicating which virtual machine to
migrate, and its destination. Assuming that the user doing the migration has the
correct credentials, the machine will be migrated. If the configuration of the
systems is correct, live migration will take as long as it takes for the memory
of the running virtual machine to be transferred from one system to the other.
In our example, a virtual machine with 512MB of memory was migrated in
approximately 49 seconds over a 100 Mbps network with almost no noticeable
impact on the running services inside the virtual machine.

5. Monitoring

An essential part of an SLA-aware infrastructure is a scalable and self-
sufficient monitoring system which is capable of monitoring large distributed
systems in real-time. The monitoring system must support two mutually exclu-
sive perspectives arising from the SLA, namely the customer’s perspective and
the infrastructure/service provider’s perspective. The former is interested in the
SLA alone, whilst the latter needs to be able to optimize the utilization of their
infrastructure.

To help process and manage the volume and variety of monitoring data, a
multi-layer monitoring architecture is used. The distributed multi-layer monitor-
ing architecture may be comprised of as many layers as necessary to support the
monitoring of the underlying infrastructure. However, these layers have been
divided into three logical layers, according to their primary purpose, amount of
input and output events, and degree of processing.

The lowest layer of the hierarchy, the data collection layer (L0), is mainly
used for the collection of raw input data. Basic filtering and pre-processing
of collected information can also be applied at L0 to reduce network traffic.
However, processing on L0 should be kept to a minimum to limit the monitoring
resource usage.
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The second logical layer is the event evaluation layer (L1) that supports the
integration of monitors into a cascade of increasingly more complex monitors,
ranging from simple metric checks to composed monitors. Composed monitors
re-use other monitoring agents to process complex rules, e.g. monitoring of an
entire cluster, taking the relationship between nodes in a cluster into account.

The top-most layer, named the service layer (L2), configures and defines
the meaning of monitoring events generated in lower layers of the architecture.
The architecture prevents top-level monitors from connecting to data collection
layer and bypassing the event evaluation layer. The L2 layer is a collection
of conceptually similar functions of L1 that provides the services used by any
service dealing with the infrastructure and receives inputs from layers below it.

5.1 Monitoring Virtual Machines

There is a need to monitor the provisioned virtual machines. There are
several potential sources for the L0 data, but each has its own advantages and
disadvantages. In our prototype implementation, we run a generic instrumenta-
tion framework like Ganglia [6] inside each virtual machine, and the resource
agent on the hypervisor communicates with it via the virtual network. This
requires the customer to install, configure and run Ganglia inside their virtual
machine, something that will consume some of their resources.

An alternative approach is to monitor the hypervisor hosting the virtual ma-
chines, but this only allows the data exposed by the hypervisor to be monitored.
Different hypervisors expose different data. Another approach is to install a
specific resource monitoring agent, including an instrumentation framework,
inside each virtual machine. This would allow maximum control over what is
monitored and where it is passed to, but this places some inconveniences to
the customer and consumes more resources of their virtual machine than the
previous approach.

6. Related Work

There are a few research projects in the area of resource management in SOA
or Grid environment. The NextGRID [7] project introduce a Conversion Factory
[9] to map the Service Level Agreements to Operational Level Agreement
and a Execution Management System to monitor the execution of the service.
SLA@SOI, however, argues for a comprehensive multi-level SLA management
framework [12–13] approach that spans across multiple stakeholders and layers
of a business/IT stack.

The RESERVOIR [8] project investigates technologies for advanced Cloud
Computing and is tasked to provide a software architecture where resources
and services can be transparently and dynamically managed, provisioned and
relocated virtually without borders. SLA@SOI and RESERVOIR have clearly
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distinct ambitions. RESERVOIR is focused on advanced infrastructure tech-
nologies supporting virtualization and their management across administrative
domains. SLAs are incorporated as a specific concern within the overall service
lifecycle management at the infrastructure level. It simply seeks to exploit
existing infrastructure technologies to bring more flexibility to the service pro-
visioning business. Whilst RESERVOIR follows a horizontal approach on
advancing infrastructure technologies, SLA@SOI follows a vertical approach
including the complete business/IT stack.

7. Conclusion and Future Work

As the requirements of SLA@SOI began to emerge, the Infrastructure Man-
agement architecture began to be formed and a preliminary proof of concept
prototype was developed. At this stage it was realized that the core functionality
concerning the SLAs of the infrastructure layer could be addressed indepen-
dently of the core infrastructure of the provisioning layer. This decoupling
allows high-level SLA modeling, management and negotiation concerns to be
processed largely independently of the evolution of the low-level infrastructure
management components.

Our future plans include supporting storage and networking resources, allow-
ing arbitrary customer groupings, introducing software and service concepts
in the infrastructure models, influencing Distributed Management Task Force
(DMTF) through suggested enhancements to the Open Virtualization Format
(OVF) [14] and etc.

A particularly important future plan will be the separation of SLA manage-
ment from the resource provisioning system, such that the SLA management
system can be used with any sort of provisioning system e.g. RESERVOIR,
Amazon EC2. By doing this we will be in a position to provide a system that
can SLA-enable most provisioning systems currently in use.
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Abstract

For business workflow automation in a service-enriched environment such as
a grid or a cloud, services scattered across heterogeneous Virtual Organizations
(VOs) can be aggregated in a producer-consumer manner, building hierarchical
structures of added value. In order to preserve the supply chain, the Service
Level Agreements (SLAs) corresponding to the underlying choreography of
services should also be incrementally aggregated. This cross-VO hierarchical
SLA aggregation requires validation, for which a distributed trust system becomes
a prerequisite. Elaborating our previous work on rule-based SLA validation, we
propose a hybrid distributed trust model. This new model is based on Public Key
Infrastructure (PKI) and reputation-based trust systems. It helps preventing SLA
violations by identifying violation-prone services at service selection stage and
actively contributes in breach management at the time of penalty enforcement.
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1. Introduction

A Service Level Agreement (SLA) is a formally negotiated contract between
a service provider and a service consumer to ensure the expected level of a
service. In a service enriched environment such as Grid, cooperating workflows
may result into a service choreography spun across several Virtual Organizations
and involving many business partners. Service Level Agreements are made
between services at various points of the service choreography. Not much
research has been carried out towards dynamic SLA composition of workflows
[2][3][7]. We have demonstrated [9]how a single-layer SLA composition model
is insufficient to comply with such a multilayered aggregation of services across
many Virtual Organizations and why only a hierarchical structure of SLAs
among different supply chain partners can fully describe its behavior. We have
introduced the concept of Hierarchical SLA Choreography [9] or simply SLA
Choreography, in accordance with the underlying Service Choreography as well
as the notion of SLA Views [9] to protect the privacy of business partners across
the supply chain. We have also demonstrated how SLA Views contribute to
the process of hierarchical SLA aggregation and how a rule-based top-down
validation process can be invoked across SLA choreographies [11].

In this paper we elaborate a hybrid distributed trust system based on PKI
and reputation-based trust models to enable our rule-based runtime validation
framework [11] for hierarchical SLA aggregations.

This paper discusses:

the justification and significance of a hybrid trust model for the validation
of hierarchical SLA aggregations in section 2,

the conceptual elements of our hybrid PKI and reputation based trust
model in section 3, and

a use case elaborating the breach management role of PKI and reputation
based trust model in connection with the SLA validation framework in
section 4.

Section 5 concludes the paper with a summary of the proposed model.

2. A Framework for Validation of Hierarchical SLA
Aggregations

Service choreography is usually distributed across several Virtual Organi-
zations and under various administrative domains. The complete aggregation
information of the SLAs below a certain level in the chain is known only by the
corresponding service provider and only a filtered part is exposed up towards the
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Figure 1. Validation as a Cross-section of Models

immediate consumer. This is the reason why during the validation process, the
composed SLAs are required to be decomposed in an incremental manner down
towards the supply chain of services and get validated in their corresponding
service providers’s domain. A validation framework for the composed SLAs,
therefore, faces many design constraints and challenges: a trade-off between
privacy and trust, distributed query processing, and automation to name the
most essential ones. The aforementioned challenges bring in a cross-section of
models depicted in figure 1. In our proposed model, the privacy concerns of
the partners are ensured by the SLA View model [9], whereas the requirements
of trust and security can be addressed through a reputation-based trust system
built upon a distributed PKI (Public Key Infrastructure) based security system.
Additionally, we use Rule Responder [14] to weave the outer shell of the
validation system by providing the required infrastructure for the automation of
role description of partners as well as steering and redirection of the distributed
validation queries. The knowledge representation techniques of the RBSLA
(Rule based Service Level Agreements) project [5] contribute at the core of
validation system. Different parts of the WS-Agreement compliant SLAs can
be transformed into corresponding sets of logical rules, which are composed
together during the process of SLA composition and can be decomposed into
separate queries during the process of validation.

A view in an SLA Choreography represents the visibility of a business partner,
which in this case consists of a hierarchical collection of its SLAs both as a
producer and consumer. Every service provider is limited only to its own view.
In figure 2, two different views are highlighted in an example scenario where a
client requires to render and host his videos by using online web services. The
rendering and computing service S1 is restricted to its view and the client is
also shown here to have its own view. The central role during SLA aggregation
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is played by small circles shown in the figure, known as aggregation points.
An aggregation point represents the control point of service provider. During
the aggregation process, terms of the SLAs below aggregation points (called
consumer-oriented SLAs) are aggregated within an aggregation point so that a
feasible SLA offer can be presented to the client above the aggregation point.
The whole SLA Choreography is seen as an integration of several SLA Views.
In [9], details of the rigorous formal model elaborating SLA views and various
aggregation patterns is elaborated. SLA-views can be implemented by using
Rule Responder architecture.

Rule Responder adopts the approach of multi agent systems. There are three
kinds of agents, namely: Organisational Agents (OA), Personal Agents (PA), and
External Agents (EA). An EA is an entity that invokes the system from outside.
A virtual organization is typically represented by an OA, which is the single (or
main) point of entry for communication with the "outer" world i.e. an external
agent. A PA corresponds to the SLA View of a service provider. Similar to an
organizational agent, each individual agent (personal and external) is described
by its syntactic resources of personal information about the agent, the semantic
descriptions that annotate the information resources with metadata and describe
the meaning with precise business vocabularies (ontologies) and a pragmatic
behavioral decision layer to react autonomously. The flow of information
is from External to Organisational to Personal Agent. In our scenario Rule
Responder provides the rule-based enterprise service middleware for highly
flexible and adaptive Web-based service supply chains.

Rule Responder utilizes RuleML [12] as platform-independent rule Inter-
change format and has the Mule open-source Enterprise Service Bus (ESB)
[13], as Communication Middleware and Agent/Service Broker to seamlessly
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handle message-based interactions between the responder agents/services and
with other applications and services.

As depicted in figure 1, the fourth component in our framework is a dis-
tributed trust model. We need to choose a suitable trust model that integrates
seamlessly with our aggregation and validation framework. Public Key Infras-
tructure (PKI) is a popular distributed trust model in Grids. Legitimate members
of a Grid are certified by a Certification Authority (CA).

During service choreography, services may form temporary composition
with other services, scattered across different VOs. The question of whose
parent VO acts as the root CA in this case is solved by including third party
trust manager like the case for dynamic ad hoc networks. The distributed
trust system should work hand-in-hand with the breach management of the
SLA validation framework. In case of SLA violation, in addition to enforcing
penalty, the affected party is likely to keep a note of the violating service in
order to avoid it in future. Moreover, a fair business environment demands even
more and the future consumers of the failing service also have a right to know
about its past performance. Reputation-based trust systems are widely used to
maintain the reputation of different business players and to ensure this kind of
knowledge. We propose a hybrid trust model based on PKI and reputation-based
trust systems to harvest advantages from both techniques. The main points of
the model are:

the PKI based trust model has a third party trust manager that will act
as a root CA and authenticate member VOs. These VOs are themselves
CAs as they can further authenticate their containing services.

Selection of services at the the pre-SLA stage is done by using reputation
to prevent SLA violation. Services reputation are updated after each SLA
validation process.

SLA views integrate very closely with the trust model to maintain a
balance between trust and security. While the trust model promises trust
and security, the SLA views protect privacy.

3. A PKI and Reputation-based Distributed Trust Model

Trust management can be categorized into: policy-based and reputation-
based management systems. The two approaches have been developed within
the context of different environments and targeting different requirements. On
one hand, policy-based trust relies on "strong security" mechanisms such as
signed certificates and trusted certification authorities in order to regulate the
access of users to services resulting in a binary decision i.e a party being trusted
or not trusted whereas on the other hand, reputation-based trust relies on a rather
"soft computational" approach where trust is typically computed from local
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experiences together with the feedback given by other entities in the network
(e.g., users who have used services of that provider). The two trust management
approaches address the same problem - establishing trust among interacting
parties in distributed and decentralized systems. However, they assume different
settings. While the policy based approach has been developed within the context
of structured organizational environments the reputation systems have been
proposed to address the unstructured user community [6].

The policy-based trust systems are very secure and hence are an essential
requirement for the B2B and B2C relationships in virtual organisations and for
this reason have been widely adopted in Grid Computing. On the other hand,
the reputation-based trust is a lenient approach and are very suitable for self-
emergent, automated, ad-hoc and dynamic business relationships across virtual
enterprises. In the line of our work, we take the best features of both approaches
and propose a PKI coupled Reputation-based Trust Management System. We
use Rule Responders’ agents to spawn trust across different stake-holders of a
cross-enterprise business relationship.

In the following sub-sections, we elaborate how the best features of both PKI
(policy-based approach) and reputation-based trust systems, along with Rule
Responder architecture, are utilized to our advantage.

3.1 Single Sign-On and Delegation

In the proposed model, a third party acts as a root CA. This third party trust
manager acts as a root Certification Authority (CA) and authenticates member
VOs. These VOs are themselves CAs as they can further authenticate their
containing services. Each member is given a certificate. Certificates contain
the name of the certificate holder, the holder’s public key, as well as the digital
signature of a CA for authentication. The authentication layer in each VO
middle-ware may be based on Grid Security Infrastructure (GSI) [8] where all
resources need to install the trusted certificates of their CAs. GSI uses X.509
[4] proxy certificates to enable Single sign-on and Delegation. With Single
Sign-On, the user does not have to bother to sign in again and again in order
to traverse along the chain of trusted partners (VOs and services). This can be
achieved by the Cross-CA Hierarchical [4] [8] Trust Model where the top most
CA, called the root CA provides certificates to its subordinate CAs and these
subordinates can further issue certificates to other CAs (subordinates), services
or users.

3.2 Reputation Transfer using Trust Reputation Center

In previous work [1], we have presented a reputation-based model that
facilitates reputation transfer. One of the main components of this model is
Trust Reputation Centers (TRC). It acts as a trusted third party. The TRC is a
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CA-VO1 CA-VO2 CA-VO3

Third Party Root 
CA

a1 x1 a2 b2 x2 x3b3a3b1

TRC

OA1 OA2 OA3

PAs

Figure 3. The correspondence between the PKI and reputation based systems and to the Rule
Responder architecture

pool of users’ reputation gathered from different platforms. Each user, agent,
or service can have two values that define its reputation: an overall reputation
(trusted or non-trusted for malicious users), and a context-based reputation
object (RO). When two users from two different platforms (or organizations)
establish an interaction, the TRC can be used as a transparent trusted third party.
The hybrid system is currently implemented by extending the Rule Responder
architecture as shown in figure 3.

As depicted in figure 3, this reputation-based trust model has direct corre-
spondence with Rule Responder’s agents and their mutual communication. The
PAs consult OAs and OAs in return consult the TRC which is equivalent to the
third party CA in PKI based system. In the rest of the paper, we refer to the
channel direction flow between PA to OA to TRC, simply as communication
among agent.

The word agent in this context refers to a software representation or a smart
service. In [1] we illustrate how Agents can exchange lists of acquaintance
agents. An Acquaintance Agent List (AAL) is a list of all previously dealt
with trusted agents. Then the questioner agent cross-references the list with
its own trusted agents, extracts the common ones and issues an inquiry about
the agent in question. The answer is a Reputation Object (RO) that expresses
the reputation value given by each agent and the context related to this value.
The questioner analyzes the set of ROs and forms a decision whether to carry
out the transaction or not. There can be more than one ways to represent trust
(e.g. in form of numerical values) and hence there are multiple corresponding
interpretation or reference models. So when we recommend someone, the
name of the trust model can be used as a reference of what measures our
trust, and its degree is based upon. We have also proposed the development of
Reputation Reference Trust Models (RRTM) [1] that is used as a parameter
when mentioning trust. Reputation is viewed as an object that contains the
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Figure 4. Query of PA-a about reputation of PA-c to OA-A and then redirected to TRC

context related to each reputation value and reflects the dynamic nature of trust
and its change through time. Reputation object contains a multidimensional
array, a matrix, which represents the reputation linked with its context and the
RRTM used to calculate this value.

Object Reputation {

TrustMatrix [context][reputation value][RRTM];

Time ValidTime;

Credentials PresentedCredentials;}

In figure 4, PA-a that corresponds to service a that makes an SLA with an
unknown service c by checking first its credentials. For this purpose, it consults
its corresponding organistational agent, which is OA-A in this case. OA-A
too, does not have any information about service c’s reputation so it redirects
a’s query to the trust reputation center TRC which then transfers the required
reputation object tracing back the same channel.

4. Proposed Model via Use Case Scenario

Our final goal is to design a framework for the validation of hierarchical SLA
aggregations. We achieve this goal by using the hybrid trust system introduced
in Section 3. The processes involved in our model are:

Validation of complete SLA aggregation: to do this the validation query
is required to traverse through all the SLA views lying across hetero-
geneous administrative domains and get validated locally at each SLA
view. The multi-agent architecture of Rule Responder provides commu-
nication middle-ware to the distributed stake-holders namely the client,
the VOs, and various service providers. The validation process empow-
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ered by the single sign-on and delegation properties of the distributed
trust model, helps the distributed query mechanism to operate seamlessly
across different administrative domains.

Use of reputation in the selection phase: reputation transfer is required at
two stages: at service selection stage and at penalty enforcement stage. In
the process of service selection, the reputation transfer helps to select the
least violation-prone services, taking into account proactive measures to
avoid SLA violations. Out of all the available services, the client (which
is also a service in this case) first filters the best services complying
its "happiness criteria" [10]. Then the client compares the credentials
from reputation objects of the services. The reputation object is traced
as discussed in section 3.2. Then the client can select the best service
in accordance to its already devised criteria. We assume that out of
redundant services which fulfill client’s requirements, the service with
the highest reputation is selected.

Use of PKI and reputation in breach management: this hybrid Trust is
used in the breach management after an occurrence of SLA violation. In
figure 5, runtime validation of SLAs ensures that the service guarantees
are in complete conformance with the expected levels. Our previous work
discusses in detail [11]how the terms of aggregated SLA are represented
as logical rules following the RBSLA specifications. These rules are
composed together during the process of SLA aggregation [9].

In the scenario depicted in figure 2, the user is interested to render her videos
and then host them on the web. Her requirements in terms of Service Level
Objectives (SLOs) include a maximum cost of 45 €, maximum response time of
5 seconds, minimum resolution of 640x480 pixels and the minimum bandwidth
(from hosting service) of 50 Mbps. In figure 5, we have depicted this scenario
from validation point of view. The user-requirements are shown in the figure
above the head of EA, as a derivation rule whose premises are SLOs of the
aggregated SLA. The SLOs are a expresses as a conjuncted set of negated
premises of the derivation rule. The predicates lt and gt denote lesser-than
and greater-than respectively. The agents OA and PA representing the Rule
Responder architecture, are shown to automate the distributed query processing.
For the sake of simplicity, we outline the Rule Responder architecture just from
agent-oriented perspective, and abstract various essential details such as the
Rule-bases, the knowledge resources and the role of Enterprise Service Bus
(ESB).

During the validation process, this rule is decomposed such that each premise
will become a subgoal. This subgoal is sent as a message to the PA correspond-
ing to the next SLA view in the hierarchy where it emerges as a conclusion
of one of the rules in the local rule set, thus forming a distributed rule chain.
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SLO() :- ~gt(Cost,45,euro), ~gt(Rtime,5,sec), ~lt(Resol,640X480,pxls), ~lt(BW,50,mbps).

 ~gt(Rtime,5,sec) :- ~gt(Cmplxty,20,pts),~gt(CRtime,2,sec),
~gt(Datasize,30,mb),~gt(Latency,0.5,sec).

~gt(Rcost, 25, eur) :- ~gt(cost(Computation), 7,eur),
 ~gt (cost(Rendalgo), 11, eur).

Query (a)
Query (b)

( Distributed Query )

VO-B containng Rendering service
provider

VO-A containng Hosting service
provider

PLA
PA-x

EA

OA-A

~gt(Hcost, 20, eur) :- ~gt(cost(Hosting), 12,eur),
 ~gt(cost(LocalBW),3,eur)).

OA-B

PA-y

~lt(Resol, 640X480, pxls):- ~lt(Rresol, 640X480, pxls),
 ~lt(Hresol, 640X480, pxls).

Figure 5. Validation through distributed query decomposition

The initial steps of decomposition procedure are depicted at the bottom of the
figure. In the figure, OAs are shown to receive and track the distributed query
whenever it enters a new VO e.g. OA-B receives a subgoal ∼ gt(Rtime, 5, sec)
representing the requirement that the total response time of the system should
not be more than 5 seconds. For each service provider, there is a personal agent.
A PA, after finishing its job, reports to the corresponding OA that redirect the
distributed query to the service provider’s PA that comes next in the hierarchi-
cal chain. The single sign-on and delegation helps the backtracking to flow
smoothly across trusted partners. The process continues until the query has
found all the goals expressed in terms of logical rules or if there is a violation
at any step in the chain. Active rules tracking these goals or SLOs, are then
invoked locally within the administrative domains of the corresponding SLA
views. The true or false results are conveyed back following the same routes.
In case of a violation, an active rule is fired for the penalty enforcement. In
addition to a fine, the reputation of the service is also decreased by the client
service and the updated reputation objects is transferred to its corresponding
VO from where it is passed to the TRC. If an alternate service is required by the
client then the service can be recommended on the basis of its Reputation Object
by the corresponding VO, which also keeps track of other services falling in the
same category.

5. Conclusion and Future Work

In this paper, we presented the design of a hybrid trust management system
as part of validation framework of hierarchical SLA aggregations corresponding
to cross-VO workflow compositions. The trust system is based on PKI as
well as reputation based trust models thus providing a single sign-on and
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maintaining service credentials based on their SLA compliance. Although the
model presented here is strongly related to already existing trust models and
frameworks, the application of this model, as part of validation framework
of hierarchical SLA aggregations is innovative. We plan to implement this
hybrid trust model through iterative development phases as part of a distributed
rule-based validation system using RuleML/XML for interchange [9].
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1. Introduction and Motivation

Being mostly used in academia, scientific Grid computing [1], [2] operates
on a best-effort basis for providing and using Grid resources as there are no
guarantees of delivered service quality. Moving into the business field, best-
effort is no longer sufficient. Even when Grid computing comes to delivering
services or making computations to solve complex problems, for which a
user may have paid a lot of money, new solutions are needed [3]. Service
Level Agreements (SLA) are an essential instrument for commercial service
providers to advertise the Quality of Service (QoS) and to manage contracts
throughout commercial Grid environments. A SLA is a contract between
a provider and a user of a negotiated service. It describes the performance
criteria a provider promises to meet while performing a service, states the
expectations and obligations that exist between the two parties and specifies
the conditions under which a service may be used, for instance, the level of
availability, serviceability and performance. Furthermore it sets out the rights
and commitments each party has in a particular context or situation, the remedial
actions to be taken and any penalties that will take effect if the performance
falls below the promised criteria.

The current paper arises from research work which evaluates five SLA
approaches in order to establish a SLA-based infrastructure on provider’s site.
The approaches cover the technical part of QoS and do not match the business
service management to improve QoS as presented in [4]. The evaluation leads
to a prototypical design and implementation of a SLA Management architecture
based on WS-Agreement [5] using the de facto standard Globus Toolkit [6].

At first, we present a business use case of the financial industry in chapter 2
and point out the need for a SLA-based infrastructure. Based on this use case, a
criteria catalog is specified in chapter 3 and five SLA approaches are evaluated
in chapter 4 for designing a prototypical infrastructure for the given use case
in chapter 5. We can just give a rough insight into the SLA Management
architecture. Finally, conclusions and future work are discussed in chapter 7.

2. Portfolio Management as Use Case taken from the
Financial Industry

To show the practical orientation of the work in this paper, the developments
are based on a business use case taken from the Financial Business Grid project
[7], [8]. This use case will act as basis for the exercise of retrieving requirements
for SLA Management in the financial Grids domain. We concentrate on the
subdomain of Portfolio Management.

Today the financial markets grow quickly and are hard to predict. For that
reason investors – private as well as managers in financial institutions – have
to be able to analyze quickly and evaluate the risks and performances of their
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portfolio investments. This might not be overly complex for a traditional private
investor who wants to evaluate portfolio performance and only has a small
number of portfolios to deal with. Then, calculations of gains or losses can be
performed quickly and easily and give relevant information on their investments.

However, in our use case, we face now a financial institution, called "Global
Finances", which wants to calculate the performance of around 3 million port-
folios. This is quite a challenge in terms of complexity and necessary capacities
for electronically calculation. This high number of portfolios makes it nearly
impossible to calculate them "in-house" for the financial institution in the time
desired to be able to react quickly. Even though Global Finances has a small
data center, the average time for these calculations would be in the order of
magnitude of multiple days when performed on their own resources. Most of
the information would already be outdated once the computations have finished.

For that purpose, the person responsible for portfolio analysis of Global
Finances examines the possibility of using the capabilities of Grid computing.
He investigates service providers that have the necessary infrastructure in order
to speed up the computational process and to drastically decrease the wall clock
time of the overall computation. Global Finances has employed virtualization
technologies on its own platform and, therefore, is looking for service providers
which can deploy virtual machine images. This gives Global Finances better
control over the execution environment and facilitates the scaling of the com-
putation. An important aspect for Global Finances is the data management:
communication with the service provider should happen in a secure form and
all data given to the service provider should be destroyed after the results have
been obtained by Global Finances.

The requirements that Global Finances has on both functional and non-
functional properties of a provided service can be easily specified in a SLA.
Besides these properties, obligations on both parties – for example, the obliga-
tion on Global Finances to provide the software to be executed in time or the
obligation on the service provider to ensure destruction of left-over data – as
well as penalties or rewards can be specified in this way.

3. Requirements on Service Level Agreement Approaches

According to the presented use case a requirement catalog is created. The
catalog is based on the special view of the financial industry and the technical
view of the Grid middleware Globus Toolkit. The analysis is divided into three
main categories which are discussed in the following.

A component which supports negotiation between provider and customer
is essential for creating SLAs on demand. The negotiation procedure is often
based on a template mechanism and defined by a negotiation protocol. The
provider manages a repository which contains, for instance, one template for
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each provided service and prepares a template as an offer on demand. The
customer reacts upon this. Parts of the offer can be customizable to adapt
special requirements of the customer. In general an offer is defined in a machine-
readable language (e.g. XML). However, the customer should edit the offer
without knowledge of the meta-language. Similar services should be arranged
into service classes (e.g. gold, silver and bronze [8]) which supports a better
management of the customers.

The process of providing SLAs can be classified into two phases from a
technical point of view. First, the contents of SLAs have to be modeled by the
specification language and second, they have to be established in the system.
SLA systems must support both phases. Modeling a SLA needs a suitable
specification language and a service model which contains essential elements
defining their semantics. The service model should be independent of a specific
environment for describing future scenarios as well. SLAs that are already
built and established should be accessible to reuse them or even parts of them
as modules to simplify modeling. Modeling a SLA usually takes place in an
abstract form which means without binding to specific resources. Furthermore,
SLAs have to be executed as automatically as possible.

Controlling the provided service is essential in a commercial Grid environ-
ment. Besides an internal controlling, it is additionally done by a trusted third
party. Thus, a neutral and objective controlling is possible. The control system
must be isolated from the rest of the system and should automatically compare
SLAs and gathered information to take adequate measurements. As a result,
the whole process of controlling is subdivided into measuring and monitor-

ing. Therefore, logical and arithmetical functions must be provided by a query
language. Beside monitoring of current values, SLAs have to be parsed and
verified on formal correctness. The use of suitable tools eases measurement and
monitoring.

4. Analysis of Five Service Level Agreement Approaches

Various approaches on SLA Management for Grid computing currently can
be observed in the literature. As the approaches differ in their complexity and
focus on various aspects, this chapter only gives a rough insight of state of the art
of existing SLA concepts and tools from international Grid projects. Finally it
presents an evaluation of fundamental characteristics based on a criteria catalog
in a compact manner.

4.1 Actual State of the Art

Web Service Level Agreement (WSLA) framework [9] is a development
of IBM research and promises a SLA-based management via web services. The
framework consists of a flexible and extensible language based on XML and
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a run time architecture comprising various SLA monitoring services, which
may be outsourced to third parties to ensure a maximum of objectivity. An
implementation of the framework, named as SLA Compliance Monitor, is
publicly available as part of the IBM Web Services Toolkit.

WS-Agreement [5] is a proposed recommendation of the Open Grid Forum
(OGF). It defines a language and a simple protocol for the management of SLAs.
For more than the single step negotiation the Grid Resource Allocation Agree-
ment Group (GRAAP) is currently working on WS-Agreement-Negotiation,
a specification for an interoperable protocol for sophisticated negotiation and
re-negotiation of SLAs.

Web Service Offerings Language (WSOL) [10], as a research activity of
Carleton University, is an XML notation. WSOL is used for describing multiple
service classes for a single web service based on functional and non-functional
constraints, simple access rights, pricing data and relationships with other
service offerings of the same web service. Describing a web service in WSOL
supports dynamic adaptation and management of service compositions using
manipulation of service offerings.

Web Services Management Network (WSMN) [11], as a development of
HP Labs, targets the management of web services that interact across adminis-
trative domains, and therefore typically involves multiple stakeholders. WSMN
introduces an architecture, an object model and several components and proto-
cols of a management overlay for federated service management. WSMN relies
on a network of communicating service intermediaries, each being a proxy
positioned between the service and the outside world.

The last analyzed approach addresses key issues to integrate QoS into web
services. The Web Service Quality of Service (WS-QoS) [12] framework
ensures QoS-awareness during a whole web services communication process.
The main contributions of this framework is an XML schema that enables QoS-
aware service specifications, a broker based web service selection model that
enables an efficient QoS-aware service selection as well as the QoS mapping
guarantying the assured QoS.

4.2 Evaluation and Interpretation

This subchapter summarizes the research approaches by illustrating the
evaluation. In table 1, a ’++’ explains a very good realization of the criterion.
A ’+’ indicates a preferred realization and a ’−’ illustrates that the criterion
could be theoretically fit but it is not in practice. If an approach does not meet
the given criterion, it is illustrated by a ’−−’.

One can determine that there exists a multiplicity of competitive systems at
the market. Its development is in differentiated stages or its main points of re-
search are in different sections. Furthermore, none of the examined approaches
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Table 1. Evaluation overview of five SLA approaches.
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Template + ++ −− −− −−
Multilayer Negotiation −− ++ −− −− +
Service Class − − ++ −− +

Spec. Language ++ ++ ++ ++ ++
Service Model ++ + − + ++
Independence − + − + +
Reusability − + ++ + −
Binding to Resources −− − − − +
Automation ++ − −− + −−
Quantification ++ + −− + +
Query Language ++ + ++ + −−
Verification + + + + ++
Supporting Tools ++ + + + −

fulfills all posed criteria. Nevertheless, WS-Agreement emerges as a quite
realizable system in designing and implementing a prototypical architecture.
The specification already includes a protocol for the most simple and general
case of negotiation: an offer for an SLA is made by either of the two parties
and the respective other party may accept or reject the offer.

5. An Insight into the developed Management System

When thinking about the described use case considering the actual state of
the art, we determine that there are lots of possibilities to develop a system for
managing SLAs for financial Grid applications. The selection of an appropriate
approach depends on the requirements of the involved parties (service customer,
service provider, developers). Nevertheless, we can propose a general archi-
tecture, mainly influenced by WS-Agreement [5], which enables developers
to create a SLA Management System which provides service customers and
service providers with a system for negotiation, management and monitoring
of SLAs. As a matter of course the proposed architecture is a basis which
should be extended and specified to the individual needs of the involved parties.
Furthermore, the described SLA Management System presented in figure 1
is usable for the financial industry but it is not restricted to this scope. Espe-
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cially, when thinking of managing QoS aspects with such a system the range of
application is much more broader because of its reuseability for other sectors.

Figure 1. Architecture of the SLA Management System for Portfolio Management

In the following we describe the proposed architecture for developing a
SLA Management System. First of all the architecture contains two parties,
the service customer side and the service provider side. A new service can
be instantiated by the service customer which may ask for an adequate offer.
Negotiator, Service, and SLA Manager are coupled closely together in order to
optimize the interaction and perform the service in the best way. The Negotiator
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notifies the SLA Manager which interacts with the Service Instance as well.
The SLA Manager is able to stop the service and it configures most other
components. The architecture offers a service and therefore it is possible to
construct this as a web service in a Grid environment. Thus, the service based
on a Grid architecture offers the possibility to split up components on several
resources. A Grid architecture is highly flexible and contributes to the field of
distributed computing. The single components of the architecture are described
in detail in the following.

The negotiation of a SLA is performed between the customer-side Negotia-

tor and the provider-side Negotiator according to the negotiation protocol of
[5]. The Negotiator of the customer obtains templates from the Negotiator of
the provider and creates an offer out of the template. The offer, which is already
binding on the customer, can be either accepted or rejected by the provider-side
Negotiator. So there is no multi-layer negotiation. If the provider-side Negotia-
tor decides on not accepting the offer, it informs the customer-side Negotiator
of the rejection. Otherwise, a service representing the agreement is created, its
endpoint reference is sent to the customer-side Negotiator and the provider’s
SLA Manager is informed of the newly created agreement.

The SLA Manager is connected to the Evaluator, Monitor, Negotiator, Ser-
vice Instance and Resource Manager. The Negotiator informs the SLA Manager
on creation of new agreements through a WS-Notification mechanism. The
configuration of the service depends on this agreement. The selected sequence
of first create an agreement and second configure the service is an effective way
of initiating the whole service. The SLA Manager configures the Evaluator
and the Monitor and it is enabled to make decisions related to the execution
of the service based on information it receives. Further, the SLA Manager
configures the Service Instance and it checks the validity of an SLA on behalf
of the Resource Manager.

The Monitor supervises the system of the service provider. However, it has
to be considered that the Monitor is just collecting the data which are sent to
the Evaluator with the aim to analyze them.

The Evaluator analyses the data received from the Monitor and sends the
evaluated data to the SLA Manager. The Evaluator is part of the internal control
system of the service to check if the terms of the agreement are valid or if there
are violations.

The SLA Management System is connected to the service layer by the
Service Instance. It is executed on behalf of the customer and related to the
Monitor, SLA Manager and Resource Manager.

The Resource Manager connects the SLA Management System to the un-
derlying scheduling and execution components. Requests for instantiation of
virtual machines and their execution are directed to the Resource Manager which
checks the request against the SLA with help from the SLA Manager. Valid
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requests are scheduled and executed in accordance with the QoS parameters
specified in the SLA.

The Consumer is a representative entity on the customer side. It stands for
any actor in the customer’s domain that is making use of the Service Instance.
It submits job requests under a given SLA to the Resource Manager.

6. Conclusion and Future Work

Grid computing has gained lots of popularity in particular in the scientific
environment. SLAs may be used to establish agreements on the QoS between
a service provider and a service consumer. In this paper we described an
architecture for a SLA-supported Grid infrastructure. The practical relevance
for the created infrastructure results from a business use case of the financial
industry. Several SLA approaches have been analyzed and as a result of the
evaluation a SLA Management System based on WS-Agreement has been
designed, implemented in a prototype and integrated in a Grid environment.

The working group around WS-Agreement progressed already far in its
comprehensive development and waits for feedback from practical conversion
attempts. Work is needed on all levels starting with the development of exten-
sions such as monitoring the resources involved [13] right through independent
implementations to prove interoperability [14] up to high level negotiation of
agreements [15]. Integrating service level in WS-RF respectively in Globus
Toolkit starts out.
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1. Introduction

In the field of automated negotiation, the negotiation process is typically
an exchange of offers between autonomous agents [1]. These agents have
control over their own behavior and decision-making process. Furthermore, they
can adapt to a changing environment, using different strategies and assuming
different roles to achieve their goals. When an agent receives an offer, the agent
evaluates the utility of the offer to determine the best course of action, such as
accepting or proposing a counter-offer.

Offers specify values for the terms that can be negotiated. These terms can
include discrete values, such as {red, green, blue} or intervals of values, such
as {between 10 and 100}. During automated negotiation between autonomous
agents, utility functions are most often used to evaluate the terms of negotia-
tion. Evaluating the utility of a discrete value is well understood [2]; however,
evaluating the utility of an interval of values is an area of ongoing research [3].
Figure 1 shows three possible utility functions with which autonomous agents
can evaluate intervals. Using the example of negotiation in the energy market,
each utility function can be used by agents in different roles: (a) an interval can
have a rising utility, for instance, for a consumer it will hold that the lower the
price, the better; or (b) utility only increases to a point and then decreases, for
example, an energy consumer can store, for a low price, a certain amount of
over capacity in a local battery. At the point that the battery is full the consumer
can no longer profit from this cheap energy source and the utility will drop
again; or (c) from the perspective of an energy provider, utility remains equal
for all values, except one, such as when a value nears a sensitive threshold
that requires extra effort to prepare additional resources. For instance, when a
second power plant must be activated for only a small fraction of its capacity.
Note that roles can change dynamically in this environment. The consumer
from (b) can become a producer, by selling the energy stored in its local battery,
in which case the same interval has a different utility.
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Figure 1. Examples of utility functions for interval evaluation, adapted from [3]

Many other utility functions are possible; however, to correctly compute the
utility of an interval, it is first necessary to understand what is meant by that
interval. It may be unclear: (1) if the choices are exclusive or inclusive; (2)
if the values are real or natural; (3) if one value can be chosen or multiple, or
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(4) if a sub-interval be can chosen or multiple sub-intervals. Without explicit
semantics, the utility cannot be correctly interpreted.

One solution is to clearly define intervals offline, before agents enter into
the negotiation arena. Another solution is to create very clear definitions and
store these explicitly in a domain ontology that is available to agents during
negotiation [4–5]. Domain ontologies are useful in static environments in
which the domain of negotiable objects and relationships does not change
quickly. However, to achieve automated negotiation in dynamic environments
with autonomous agents in which resources are subject to constant change, a
different approach is needed.

Moreover, in autonomous systems, agents are able to adapt to changing
situations by assuming different roles at different phases of negotiation. For
instance, in a dynamic energy market with decentralized co-generation of power,
a consumer of electricity can also be a provider [8]. In these cases, no clear
distinction can be made between the roles of client and server. As such, the
range of possible actions and intentions is more difficult to define in a static
ontology.

This notion of adding additional semantics to intervals has already been
discussed for scheduling compute jobs on the Grid [6]. Time is an object that
is inherently continuous and thus scheduling compute tasks typically consists
of defining and selecting not one instant in time, but rather intervals of time.
This specific scenario has been addressed by adding semantics to describe two
intervals: (1) the duration of the task and (2) the larger scheduling interval
between the earliest possible time to start the job and the latest possible time
the job must be completed [7]. Whilst in this scenario the specific case of
scheduling is addressed, a more generic set of semantics is needed for more
general scenarios.

The contributions of this paper are a generic notation to express semantics to
facilitate interval evaluation during automated negotiation between autonomous
agents in a dynamic environment. This paper is organized in the following way.
In Section 2, a negotiation scenario is presented to motivate the necessity of
interval semantics. Section 3 presents the precise issues that must be addressed
and describes the proposed generic notation for clarifying them. This generic no-
tation is expressed in Section 4 using the WS Agreement specification. Finally,
the conclusions and areas of future work are discussed in Section 7.

2. Interval Semantics

The following scenario illustrates the need for interval semantics. In this
scenario, two autonomous agents negotiate the provision of electricity in a
dynamic, open energy market [8]. Agent (A) wishes to purchase electricity
from agent (B). Agent (B) specifies the available electricity as an offer. This
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document shows the available sources and attributes of electricity as illustrated
in Figure 2. The assumptions made in this example include that Provider is
an exclusive choice, as a contract is either signed with one provider or the
other, but not both. Another assumption is that the Source is not exclusive, as a
contract can contain both solar energy during the day and coal energy during
the night. More chances of misinterpretation become apparent with the intervals
Base Rate and Quantity. The assumption is that the price is continuous with
a precision of several digits past the decimal point. However, should a single
value be chosen? Or perhaps choosing a sub-interval would be better, such as
between 10 and 20. In contrast, the quantity of kilowatt hours is not typically
specified with such a level of precision and this interval may actually only
contain discrete choices in increments of 1000. These semantics, however, are
not explicit and could cause incorrect assumptions.

OFFER

Base Rate = {0 - 100}

Quantity = {0 - 10000}

Provider = {A, B, C}

Sources = {Nuclear, Coal, Gas, Wind, Solar}

Green Percent = {0 - 100}

Availability = {75 - 100}

CO2 Compensation = {green investment}

Buy-back Rate Factor = {50 - 500}

Figure 2. Resource offering

Some intervals may be described with exclusive choices. For instance, Base
Rate is described as starting at zero, yet this is not a valid choice, but rather an
exclusive lower limit. The first valid choice may actually be 1 or 0.5 or some
other positive number.

When multiple choices are presented, the order of the choices may have
meaning. For instance, Source may be ordered according to price or carbon
emission. In contrast, when there is no order, it can be useful to express this
fact explicitly, as well.

It is also unclear when only one value should be chosen, such as Provider or
when multiple values should be chosen, such as Sources. Regarding continuous
intervals, it is unclear when a value should be chosen, such as Green Percent,
or when a sub-interval should be chosen, such as Base Rate. Thus, there is a
chance of misinterpretation in both the meaning of the terms (e.g. inclusive
or exclusive) as well as the types of choices can be made (e.g. single value,
multiple values or sub-interval). Misinterpreting the meanings of these choices
can lead to a suboptimal or unacceptable offer.

Often relationships and dependencies between choices need to be specified.
For instance, some options may be inclusive, such as Solar energy can only be
chosen in combination with a second energy source. Similarly, relationships
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between terms are important. For instance, if Nuclear energy is chosen, then
only providers A and B are available. For intervals, the higher the Availability,
the higher the Price. While these relationships could conceivably be derived
from several rounds of negotiation, showing them explicitly could make for
faster negotiation.

In some cases, an agent may reveal their utility function and/or preferences
to its counterpart from the start [9]. For instance, one agent may inform its
counterpart that, of the five sources, Solar is their first choice, and Gas is their
second choice.

The semantics of an offer can also change during different phases of negotia-
tion due to a dynamic market: products change and preferences change. A shift
in demand could cause green sources of energy to become scarce, thus affecting
price. Similarly, providers could add incentives, such as CO2 Compensation, to
interest consumers in using more gray energy. A domain ontology could not
store such dynamic, situation-specific information. However, these changes
could be directly reflected in the semantics of the current service offer.

When negotiations are automated, any issues that require assumptions can
lead to misinterpretation and an incorrect evaluation of the utility of the offer. As
the example above illustrates, these semantics are not always clear. Therefore,
explicit semantics are needed to describe the offer being made and the choices
that can be taken. Furthermore, these semantics must be expressed in the offer
rather than in a domain ontology, so an offer can react to the changes of a
dynamic environment.

3. Expressing intervals

Each issue that is prone to misinterpretation, as summarized in Table 1,
requires a clear notation that conveys the intended meaning. This notation
can be added to service offers and subsequent responses to indicate the exact
meaning of a term to facilitate correct interpretation and evaluation.

Figure 3 shows the same offer as before, but with added semantics. To differ-
entiate an ordered list from an unordered list, an ordered list is surrounded by
‘<’ and ‘>’, whereas an unordered list is surrounded by ‘{’ and ‘}’. To indicate
whether an interval’s limits are inclusive or exclusive, standard mathematical
notation is used. This requires a ‘(’ or ‘)’ for inclusive and a ‘[’ or ‘]’ for
exclusive. Indifference is indicated with ‘∗ ∗ ∗’. All other issues use annotations
that take predefined values.

Whether an interval is continuous or discrete is indicated with the annotation
‘CD’ that takes a letter and number as its value. If continuous, the letter ‘C’
is followed by a number indicating the precision. If discrete, the letter ‘D’ is
followed by a number indicating the size of the increments.
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Table 1. Issues prone to misinterpretation

Ordered

or Unordered

Are multiple values ordered or unordered? If ordered,
what is the meaning of the order?

Inclusive

or Exclusive

Are the limiting values of an interval inclusive or exclu-
sive?

Continuous

or Discrete

Is an interval continuous or discrete? If continuous, to
what precision? If discrete, what are the increments?

Value

or Interval

Should choices be in the form of a single value or a sub-
interval? How many of each?

Preference Is there a preference for one choice above another?

Indifference Is a user indifferent to the value of a certain term?

Relationships

of choices

Are there relationships between multiple choices?

Relationships

of terms

Are there relationships between different terms?

Whether a value or interval should be chosen is indicated with the annotation
‘VI’ that takes a letter and number as its value. If a value, the letter ‘V’ is
followed by the number of values that may be chosen. If an interval, the letter
‘I’ is followed by the number of sub-intervals that may be chosen.

If one choice is preferred over another, the ‘PC’ annotation is used. This
indicates that the order of the values conveys the preference.

To indicate that a relationship exists between two choices, the ‘RC’ annotation
is used. This takes the value of ‘TERM:RELATIONSHIP:TERM’ where ‘RELATION-
SHIP’ is a predefined term, such as ‘INCREASES’ or ‘REQUIRES’. Similarly, the ‘RT’
annotation is used to indicate relationships between two terms. This takes the
value of ‘RELATIONSHIP:TERM’ and uses a set of predefined relationships, such as
‘AND’ or ‘ONLY’.

Figure 3 is interpreted in the following way: Base Rate is an interval that
excludes the lower limit and includes the upper limit. Furthermore, it is contin-
uous to five digits past the decimal point and one sub-interval can be chosen.
Quantity is also an interval that excludes the lower limit and includes the upper
limit. Furthermore, it is discrete with increments of 100 and a single value can
be chosen. Provider is an unordered list and only one value can be chosen.
Sources is an unordered list and two values can be chosen. Furthermore, either
Wind or Solar can be chosen, but not both. Green Percent is an interval of
continuous natural numbers with inclusive limits. A single sub-interval can be
chosen and as this value increases, Availability decreases. Availability is an
interval with an inclusive lower limit and an exclusive upper limit. Furthermore,
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OFFER

Base Rate = (0 - 100] | CD:C5, VI:I1

Quantity = (0 - 10000] | CD:D100, VI:V1

Provider = {A, B, C} | VI:V1

Sources = {Nuclear, Coal, Gas, Wind, Solar} | VI:V2, RC:Wi:OR:So

Green Percent = [0 - 100] | CD:C0, VI:I1, RT:DECREASES:Availability

Availability = [75 - 100) | CD:C0, VI=V1, RT:DECREASES:Green Percent

CO2 Compensation = {green investment} | VI:V1, RT:ONLY:A

Buy-back Rate Factor = [0.1 - 4] | CD:C1, VI:I1

RESPONSE

Base Rate = [5.5 - 12]

Quantity = {5000}

Provider = {A}

Sources = <Solar, Gas> | PC:YES

Green Percent = [***]

Availability = {99}

CO2 Compensation = {green investment}

Buy-back Rate Factor = [1 - 2]

Figure 3. Resource offer and response with added semantics

it is continuous with zero digits of precision and a single value can be chosen.
CO2 Compensation is only available from provider “A”. Finally, Buy-back
Factor is an interval with inclusive upper and lower limits. Furthermore, it is
continuous with one digit of precision and a single sub-interval can be chosen.

The response made to the offer also uses added semantics. Base Rate contains
an interval with inclusive limits. Sources is an ordered list ordered by preference.
Furthermore, the agent is indifferent to the value of Green Percent.

4. Expressing intervals in WS Agreement

The WS Agreement specification defines a language with which to express
agreements and a protocol to support negotiation of Service Level Agreements
(SLAs) between parties [10]. WS Agreement uses XML to specify Templates
that advertise available services and list additional constraints. Based on these
templates, Agreement Offers are proposed until the parties reach an agreement.

Continuing the earlier example of energy provision, annotations will take the
form of XML tags and can be added to the XML schema to resolve issues prone
to misinterpretation. Figure 4 shows the same service offer and response using
XML for WS Agreement. Two parties negotiate the provision of energy. The
provider advertises the available choices in a template using additional semantic
tags, as introduced above.

Instead of the ‘(’ and ‘)’symbols, the min- and maxExclusive tag is used, and
instead of the ‘[’ and ‘]’symbols, the min- and maxInclusive tag is used. This can
be seen in the baseRate and quantity items. To express ordering, an additional
ordering tag is used, instead of ‘{’ and ‘<’ as used earlier. Additionally, a “rank”
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TEMPLATE

<wsag:Item wsag:name="baseRate" CD="C5" VI="I1">
<minExclusive="0"/>
<maxInclusive="100"/>

</wsag:Item>
<wsag:Item wsag:name="quantity" CD="D100" VI="V1">

<minExclusive="0"/>
<maxInclusive="10000"/>

</wsag:Item>
<wsag:Item wsag:name="provider" VI="V1">

<list ordering="NONE">
<enum value="A"/>
<enum value="B"/>
<enum value="C"/>

</list>
</wsag:Item>
<wsag:Item wsag:name="sources" VI="V2">

<list ordering="NONE">
<enum value="Nuclear"/>
<enum value="Coal"/>
<enum value="Gas"/>
<enum value="Wind"/>
<enum value="Solar"/>

</list>
<RC="Wi:OR:So">

</wsag:Item>
<wsag:Item wsag:name="greenPercent" CD="C0" VI="I1">

<minInclusive="0"/>
<maxInclusive="100"/>
<RT="DECREASES:availability"/>

</wsag:Item>
<wsag:Item wsag:name="availability" CD="C0" VI="V1">

<minInclusive="75"/>
<maxExclusive="100"/>
<RT="DECREASES:greenPercent"/>

</wsag:Item>
<wsag:Item wsag:name="co2Comp" VI="V1">

<enum value="green investment"/>
<RT="ONLY:A"/>

</wsag:Item>
<wsag:Item wsag:name="buyBackFac" CD="C1" VI="I1">

<minInclusive="0.1"/>
<maxInclusive="4"/>

</wsag:Item>

OFFER

<wsag:Item wsag:name="baseRate">
<minInclusive="5.5"/>
<maxInclusive="12"/>

</wsag:Item>
<wsag:Item wsag:name="quantity">

<enum value="5000"/>
</wsag:Item>
<wsag:Item wsag:name="provider">

<enum="A"/>
</wsag:Item>
<wsag:Item name="sources" PC="YES">

<list ordering="PREFERENCE">
<enum value="Solar" rank="0"/>
<enum value="Gas" rank="1"/>

</list>
</wsag:Item>
<wsag:Item name="greenPercent">

<enum value="***"/>
</wsag:Item>
<wsag:Item name="availability">

<enum="99"/>
</wsag:Item>
<wsag:Item wsag:name="co2comp">

<enum="green investment"/>
</wsag:Item>
<wsag:Item wsag:name="buyBackFac">

<minInclusive="1"/>
<maxInclusive="2"/>

</wsag:Item>

Figure 4. WS-Agreement template and offer with semantics

value with ascending order is added to each element in the list as XML does
not natively support ordering of elements. This is illustrated in the sources item
of the offer. When an agent wishes to indicate preferential ordering, the value
of this tag is modified in the offer.

5. Conclusion

Understanding the meaning of offers is crucial to negotiation. This is espe-
cially true for automated negotiation between autonomous agents in dynamic
environments. Offers often contain intervals of choices, which are prone to
misinterpretation and thus require additional semantics. This extra knowledge
is often stored in a static domain ontology. However, this solution is not well
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suited to a highly dynamic environment of autonomous agents, in which re-
sources, relationships and user’s roles are constantly changing. This paper
focuses on the specification of intervals of choices during negotiation. The
interval semantics proposed are domain independent and self-contained in ne-
gotiation offers. In addition to preventing misinterpretation of intervals, these
semantics also express dynamic relationships between intervals.

Future work on this topic will investigate how to better express relationships
and preferences that change dynamically. For instance, as a deadline approaches,
the need for a successful agreement increases and the need for a particular at-
tribute decreases. Furthermore, research will focus on the challenge of adapting
negotiation strategies and utility functions during dynamic negotiations.
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1. Introduction

With the increased attention that green information technology (Green IT)
is playing within our society it is timely to not only to conduct service level
agreements for traditional computer performance metrics, but also to relate
the effort of conducting agreements while incorporating their environmental
impact. Much attention has recently been placed on reducing the environmental
and operation cost impact of information technology [3],[4],[5]. This includes
activities by the US government to especially target data centers, computers,
and electronic equipment [1],[24]. As this world wide trend intensifies [6],[16],
[8] Green IT will become even more important.

To provide a small motivational overview let us consider a typical desktop
computer consumes 200-300W of power. One typical measurement for envi-
ronmental impact is the resulting CO2 emission. For the desktop computer this
may result in about 220Kg of CO2 per year. In contrast a typical data center
produces 170 million metric tons of CO2 worldwide currently per year. The
expected emission data centers worldwide annually by 2020 will result in 670
million metric tons of CO2. The average American car emits about seven tons
of CO2 per year. To put this in perspective, the average American family emits
about 24 tons. Thus the data centers produce about the same as 28 million
people or more than 95 million cars per year.

Another common measure is to simply use the power consumption and relate
it to common values. To give an example, today’s state-of-the-art supercomputer
with 360 Tflops with conventional processors requires 20 MW to operate, which
is approximately equal to the sum of 22,000 US households power consumption.
In conjunction servers consume 0.5% of the world’s total electricity usage and
total energy usage is expected to quadruple by 2020. The total estimated energy
bill for data centers in 2010 is $11.5 billion. However, 32% of all servers are
running at or below 3 % peak and average utilizations, wasting energy spinning
and cooling, and doing virtually no work. Thus, it is obvious that any efforts in
reducing power and environmental impacts are significant.

1.1 Impact Factors

We distinguish for our purposes a number of impact factors that are essential
for our Green IT efforts in regards to service level agreements. These impact
factors are targeting hardware, software, environment, and behavior (see Figure
1).

Hardware. First, we have to recognize that any hardware used in a data
center consumes energy, produces heat and thus has an immediate impact on
the environment. While a single computer has only little impact, millions of
machines as combined in many data centers have a significant impact.
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Figure 1. Green IT impact factors
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Figure 2. GaaS SLA Framework

Furthermore, we have to consider that the newest generation of hardware
includes a variety of sensors and the capability to ingest energy efficient con-
siderations in their uses either through automatic features provided by the
hardware itself, or through enhanced software services, which we will discuss
later. Presently, obtaining temperatures from processors, motherboards, disk
drives as well as modern power supplies and fans and even motherboards have
become the norm. Using these capabilities becomes thus most natural to be
considered as part of the usage of the equipment. Examples of such integrated
features include the shutdown of monitors when not in use (together with soft-
ware controlled by the operating system), the dynamic voltage scheduling of
processors, and the automatic adaptation of cooling equipment.

Furthermore, we also have to consider that recently as part of what has
been termed disruptive technologies, general-purpose graphics processing units
have been exploited to conduct numerical calculations. The availability of this
specialized add on components can provide a quite significant performance
boost. For example, we demonstrated in [12]a speedup of seventy times in a
biostatistical application for flowcytometry in. This is in contrast to a processor
that was available to us as part of our standard hardware infrastructure. Thus, it
becomes apparent that is better to use a single system with a general-purpose
graphics processing unit instead of building a cluster of seventy compute nodes.
Not only do we save energy but also substantial capital costs in hardware.
However, one has to develop and find applications that fit such special purpose
hardware and it is at this time unclear how to factor the software engineering
effort into account. Yet even on a cluster we would have to make sure we obtain
or develop proper software that utilizes the hardware in optimal fashion.
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Software. From the previous section, it is clear that the software plays an
increasingly important role. We need to distinguish software that we term to be
at the “close to metal layer,” software on the “operating system layer,” software
on the “middleware layer”, and software on the “application layer.”

Each of these software layers can contribute towards the energy efficiency of
the underlying hardware. While including sensors and metrics and providing
proper optimization mechanisms in order to reduce the environmental impact
of the hardware at runtime.

This includes for example the development of sophisticated energy efficient
scheduling algorithms [23]. Another aspect of such scheduling frameworks
may be the migration of applications or calculations onto more energy efficient
hardware. A primitive but effective component can also be the automatic
shutdown of hardware or software services if they are not in use. Helping to
enhance this trend are Software as a Service (SaaS) and Infrastructure as a
Service (IaaS) efforts.

While shifting the traditional programming efforts from developing stand
alone programs towards the creation of services, it provides us with the unique
opportunity to augment these services not only with capability descriptions in
regards to computing such as its functionality or performance, but also integrate
Green IT metrics that are relevant for establishing service level agreements
between green as a services (GaaS).

We will describe our efforts to develop a GaaS in a later section of this paper.

Environment. Another important impact factor is the actual environment in
which the compute and IT resources are located. This environment includes
the building, machine room, offices, heating, ventilating, and air conditioning
(HVAC) and reaches as far down as the computer rack and case design. Much
effort has been recently spent in this realm including container based compute
centers and redesign of backup power systems as for example introduced by
Google.

Furthermore, on has to consider where the power for large-scale datacenters
is obtained from. Some companies have increased their efforts to obtain power
from alternative energy resources. Using the geographical location of the center
can also be used to drive down the energy consumption as recently has been
proposed by Google moving one datacenter to Brussels. With virtualization, the
opportunity exists to engage in service level agreements that take into account
such environmental impact factors and schedule Virtual Machines based on
agreements which include not only the cost of the electricity, but also how the
electricity is produced and which CO2 value it has.

Behavior. One of the most important factors that sometimes gets ignored the
awareness of the environmental impact one has. Often programs are developed
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correctly for performance and accuracy reasons, but we have recently shown
that we can reduce indirectly the amount of energy used by scheduling calcu-
lations on a supercomputer in such a way that lowers the overall temperature.
Furthermore, it is not that essential on how fast the calculation is performed but
that the overall set of scientific experiments is conducted in a high throughput
fashion. Hence the overall round trip time of many experiments is more impor-
tant than the actual performance of an individual experiment. This concept is
well known as High Throughput Computing [14] has been employed by for
example the Condor project.

Other behaviors such as using single precision or a mixed precision envi-
ronment for obtaining results that are good enough could lead to a significant
reduction in resources used. Most importantly we observed as part of our edu-
cational efforts that the availability of tools to visualize and give fast feedback
about the environmental impact of a calculation is a significant feature to change
behaviors of the scientists. Reporting on the overall environmental impact of
a calculation in terms that can be related to daily activities (such as driving
a car from New York to San Francisco) help motivating changes. Exposing
this information as part of a computational portal and gateway is an essential
component of GreenIT services. Together the activities need therefore included
not only in educational processes at an institute level, but also in policy or
operational considerations to reduce the carbon footprint. Efforts such as being
charged for the environmental impact (for example a carbon emission tax) will
accelerate such behavioral changes more quickly.

1.2 Service Level Agreements

As we are reaching more mature frameworks and middleware for Grid
and Cloud computing it is becoming more important to incorporate service
level agreements (SLA) into these frameworks that act automatically. Several
specification, frameworks and software systems have recently been developed
that target service level agreements [15],[17].

A good elementary introduction of the topic of SLA can be found in [15].
Important to note are the requirements and phases for an encompassing SLA
framework which includes: (a) the SLA template specification, (b) publication
& discovery in regards to the quality of service, (c) negotiation between the
parties, (d) provider resource optimization to fulfill the contract, (e) monitoring
of the agreement, (f) re-negotiation in case the original agreement is violated,
(g) evaluation of the agreement to detect violations, and (h) accounting to offer
appropriate payment of reimbursement of the services offered. Additionally,
one has to also consider that in future one may want to introduce additional
monitoring capabilities that allow (i) self regulation and policing as suggested
in [21].
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A good example of the need for this is a system which makes false advertise-
ments (willingly or unwillingly) for a service that it can not deliver. Engaging in
such a contract will be useless and before a contract is established such factors
as reputation may have to be put into consideration.

Hence, a SLA framework will have to support these requirements and the
associated phases with specialized services that are typically integrated in a
service oriented architecture framework. This includes but is not limited to the
negotiation of the contract and the monitoring of its fulfillment in run-time, as
well as the policing of the contracts.

2. GreenIT Metrics

As part of our efforts we need to utilize Green IT metrics, such as Data
Center Infrastructure Efficiency (DCiE) [18], [11], Power Usage Effectiveness
(PUE) [11], Data Center energy Productivity (DCeP) [13], Space Watts and
Performance (SWaP) [2], storage, network, and server utilization. Furthermore,
we need to expose information about proxies that provide effective indicators
and are often easy to implement. Such proxies include productivity sample
workload, and bits per Kilowatt hour [13]. We will incorporate these and other
metrics into the GaaS framework. This framework can than be used as an incu-
bator to innovative algorithms and strategies while utilizing cyberinfrastructure
in an attempt to minimizing the impact of science on the environment.

One of the most important aspects of a SLA for Green IT is to establish proper
metrics that can be used for an agreement. There are many metrics available
that would be appropriate for consideration. However, we have to recognize
that a metric may not be exactly correlated to the final goal of reducing the
overall environmental impact. This is especially true if we consider just runtime
metrics and not lifetime metrics that include creation, recycling, and disposing
of a resource or a system that generates energy to operate a resource. For the
purpose of this discussion we do not consider at this time the later.

Furthermore, we notice that the issue of SLAs is actually a multi-scale
problem that reaches from the smallest components over a server to an entire
datacenter or even an agglomerate of data centers as part of a Grid or cloud.

The most common metrics that we can consider for SLAs are green house
gas emission temperature [10] power consumption. Often humidity [7] is also
considered as it has a significant impact on HVACs.

Whatever metric we chose, we must be careful if it indeed offers the required
environmental benefit. For example let us consider metrics that measure the
efficiency of a datacenter, such as the Data Center Infrastructure Efficiency,
DCiE or DCE [18], [11], and the Power Usage Effectiveness (PUE): where
PUE = 1/ DCiE = Total Facility Power /IT Equipment Power.
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As seen above, PUE shows the relation between the energy used by IT equip-
ment and energy used by other facilities such as cooling needed for operating
the IT equipment. However it does not directly compare the environmental
impact between data centers that must be measured in a different way. We find
the PUE inadequate for our purposes.

We prefer however to apply the concept of metrics that DCxP introduces
[13]: the amount of a unit x consumed to produce a particular work item. Hence,
DCeP refers to as Useful work/Total energy consumed to produce that work.

To correlate such activities to Grids and Clouds has just been initiated and
for example as part of efforts at the Open Grid Forum (OGF) [9].

In general we believe that multiple metrics and proxies that are easier to
measure than the actual environmental impact will dominate for the next years
the SLAs in regards to Green IT. However, if improved and integrated between
each other, we may be able to extrapolate a holistic approach of choreographed
services on multiple scales to assess the entire environmental impact of a given
calculation, task, or scientific experiment.

3. GreenIT SLA Specifications

The specifications that we need to formulate include typical unit comparison
and regular expressions to allow for maximum flexibility. Thus we will allow
specifications such as

Establish an execution service for 3 hours if the total carbon emission of the
service is below x number of tons.

However we discovered while talking to application users that such a metric,
although correct and useful for machine oriented services, may not be enticing
the application user to actually use such a service as the unit metric ton may be
too unfamiliar or can not be related to a real scenario.

Thus our framework will also include inquiry services that allow to query
or even measure a subset of the calculations to be performed the impact of the
calculation on a machine. Over time we may obtain a comparative factor for a
number of different calculations that can be used for picking a resource with the
least amount of environmental impact. This is similar to our efforts that have
been conducted more than a decade ago [20][19].

In addition we will have a metric to proxy service that can correlate different
environmental measurements that are more easily understood. An example
query to this service would be

How many miles can I drive with my car in order to use the same CO2 value as
my supercomputing application that I ran on my super computer.

Clearly such a common formulation of the impact of users not necessarily
being experts in environmental units is important to entice the community and to
build a stronger relationship to environmental impact of scientific calculations.



www.manaraa.com

84 GRIDS AND SOA FOR SERVICE LEVEL AGREEMENTS

4. GreenIT Services

Next, we describe our services for a Green IT enabled service level agreement
framework.

Besides providing services that give immediate feedback about environmental
conditions as part of a sophisticated sensor network, we also provide services
that provide feedback in regards to better utilization and cost reduction of
existing infrastructure. These services can be integrated into a framework
that over time provides valuable input in how we design the next generation
datacenter and encourage behavioral changes how we can balance performance
requirements with environmental concerns.

The GreenIT services for SLA are based on a number of integrative activities.
This includes (a) analyze and leverage from current efforts in Green IT, (b)
project and improve best practices including metrics, (d) provide green monitor-
ing and auditing services, (e) provide services supporting Green IT service level
agreements, (f) provide a green portal component, and (g) develop a coordinated
infrastructure for Green IT.

Together these coordinated efforts impact how we conduct science with the
help of modern cyberinfrastructure such as the TeraGrid and be able to project
clues about its environmental impact. As a result we have a positive impact
on how modern cyberinfrastructure and datacenters are utilized when clearly
confronted with metrics not related to performance or typical QoS methods, but
with metrics related to the environment.

Concretely, we design services for each of the metrics we are concerned
with. These SLA metric services and than be integrated as part of carefully
choreographed web services to utilize the information as part of specialized
environmental services to reduce the environmental impact of the infrastructure
whale at the same time achieving the tasks to be performed on user requests.
Two examples of such services have already been developed. A thermal aware
task scheduling service [25]and a dynamic voltage scheduling service [23].

4.1 Thermal aware task scheduling service

We developed thermal aware task scheduling algorithms, by predicating
resource temperatures based on online task-temperature profiles [25]. The algo-
rithms can be incorporated into a service providing a better carbon utilization for
a set of tasks to be scheduled. Important for this service is that an accurate record
of the improvements are kept in order to expose the environmental impact to the
requesting consumer service. This should be done not only on a single system
basis, but on a Grid wide basis so we can pick an environmentally friendly high
throughput scheme to minimize the environmental impact while completing all
tasks. We are currently developing some artificial intelligence techniques based
temperature prediction methods and data center thermal operation patterns.
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4.2 Dynamic voltage frequency scheduling service

Similar to our thermal aware task scheduling service we can leverage an
algorithm that we describe in [23]as part of a sophisticated service to to reduce
power consumption via the technique of Dynamic Voltage Frequency Scaling
(DVFS) of scheduling virtual machines by dynamically scaling the supplied
voltages. Some operating system level support for scientific applications are
being studied and developed, for example, DVFS enabled MPI applications and
multiple module compute intensive applications.

4.3 Integration services

To be successful, we need close integration with other service level agreement
component services to provide contract establishment, contract fulfillment, and
contract evaluation. The creation of a long-term knowledge base that we
can mine through service invocations is an essential part of this integrative
activity. Through this service we are able to assess potential service level
agreement candidates while at the same time minimizing failures during service
execution and service fulfillment. The integrative service will also have the
ability to establish a reputation of various services that are offered through it as
part of a brokering strategy. Middleware developers are able to register their
own services as part of the integration service and their effectiveness will be
measured automatically for a multitude of scenarios.

In general our services using this data are under development to serve as a
basis for a new generation of more efficient and environmental friendly data
centers and supercomputers. The access of the information is managed through
control list and group memberships within a federated security framework.
Data is exposed through enhanced Web Services following WS-* or the restful
service paradigm.

Our architecture to representing our GaaS services and framework is depicted
in Figure 2 and demonstrates the integration of the services that are needed to
choreograph a successful SLA.

4.4 Portal

A user portal is essential to display the information conveniently and to
interactively or programmatically mine it. Users of the GaaS portal will be
able to save a customized and state full view. We are using state-of-the-art
content management portals that are used by companies and millions of users.
The Portal components hosted as part of this effort will allow a much more
enhanced and dynamic experience while dealing with GreenIT data, in contrast
to just a simple portal framework that has become common today. One of the
important features will be that the community can contribute custom designed
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green components that can be integrated, even while using frameworks such as
Google gadgets. However, we have demonstrated over the last year advanced
features that allow us to expose an entire desktop framework through our portal.
Hence, we will develop a GeenIT GaaS desktop into a browser rather than just
focusing on developing portal tabs and components as shown in [22].

Figure 3. Cyberaide Green Portal

A screenshot of the integrative monitoring abilities of the portal is depicted
in in Figure 3 that shows a snapshot of the environmental control data from
the University of Buffalo as well as the calculations associated with it within
a simulation that predicts the environmental impact for a calculation to be
performed.

5. Conlusion

In this paper we documented our efforts on integrating GreenIT as part of a
SLA framework that considers environmental impact as part of the agreements.
We have conducted a number of significant efforts in developing algorithms
that can be integrated as part of services decreasing the environmental impact
without the knowledge of the users. However, it is important to also develop
contracts and services in which explicitly specify metrics unique to environmen-
tal impact factors. This allows us to address SLAs not only from an individual
server but also from a data center while solving not only a single calculation
but a suite of experiments. A history service is integrated into a knowledge
base that allows usto learn from past similar scheduled agreements and provide
better services in the future.
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1. Introduction

Service Level Agreements (SLA) are used in different domains and on dif-
ferent levels to establish agreements on the quality of a service (QoS) between
a service provider and a service consumer. SLAs can be based on general
agreements, e.g. framework agreements (paper contracts), that govern the rela-
tionship between parties, may include also legal aspects and may set boundaries
for SLAs. In this paper we only consider dynamic agreements, which are
created electronically on demand between programs acting on behalf of the
service provider and service consumer.

The WS-Agreement specification defines a language and a protocol for ad-
vertising the capabilities of service providers and creating agreements based on
templates, and for monitoring agreement compliance at runtime, thus, providing
an framework for creating SLAs. The specification has been published as a
proposed recommendation by the Open Grid Forum (OGF) May 2007 and
currently is in transition to becoming a full recommendation. WS-Agreement
has been and is widely used since 2006 in an number of European and Na-
tional projects [6, 11]. However, it turned out that the missing capability of
WS-Agreement for multi-round negotiation of the terms of an agreement limits
its usability for certain use cases where an agreement can not be reached in a
single step as stipulated by the current version of WS-Agreement. For example,
if the offer can not be fulfilled exactly by the provider but the provider would
benefit from making a counter offer indicating the terms of the service that
could be delivered. Or, the customer requires multiple services from different
providers to fulfill a single task, in which case the availability of the different
services has to be negotiated. Besides approaches to define more generic ne-
gotiation frameworks, e.g. in the context of the NextGRID project [10, 3] a
number of individuals and projects worked on extensions of WS-Agreement
over the last three years to overcome this limitation . Some of them focus on
the initial negotiation before an agreement is created [1, 4, 14, 9], while other
investigate solutions for re-negotiation to modify service level objectives at a
later stage when the agreement is in force already [5, 2]. Early 2008 the Grid
Resource Allocation Agreement Working Group (GRAAP-WG) of the Open
Grid Forum started to discuss and work on an extension of WS-Agreement that
adds negotiation capabilities taking into account the preparatory work men-
tioned before. The GRAAP-WG decided to stay in compliant to the current
specification and not to develop extensions, which lead to an incompatible new
version of WS-Agreement. In this paper we present the results of this process
with a updated and compliant version of the specification in mind and report
from the first implementation in the European project SmartLM.

The remainder of the paper is organized as follows. In Section 2 gives a
brief overview on core aspects of the current WS-Agreement Section specifi-
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cation, Section 3 presents use-cases for negotiation. Protocol and messages
for negotiation of agreements are introduced in Section 4. Section 5 describes
the first implementation of the protocol in the European SmartLM project and
Section 6 concludes the paper and gives a brief outlook on future work.

2. WS-Agreement Version 1.0

In this section we present a brief overview of the current version of WS-
Agreement, e.g. the structure, the protocol, the state-machine.

The Web Services Agreement Specification Version 1.0 [13] from the Open
Grid Forum (OGF) describes a protocol for establishing an agreement on the
usage of Services between a service provider and a consumer. It defines a
language and a protocol to represent the services of providers, create agreements
based on offers and monitor agreement compliance at runtime. An agreement
defines a relationship between two parties that is dynamically established and
dynamically managed. The objective of this relationship is to deliver a service
by one of the parties. In the agreement each party agrees on the respective roles,
rights and obligations.

A provider in an agreement offers a service according to conditions described
in the agreement. A consumer enters into an agreement with the intent of ob-
taining guarantees on the availability of one or more services from the provider.
Agreements can also be negotiated by entities acting on behalf the provider
and / or the consumer. An agreement creation process usually consists of three
steps: The initiator (often the service or resource consumer) retrieves a template
from the responder (often the service or resource provider), which advertises
the types of offers the responder is willing to accept. The initiator then makes
an offer, which is either accepted or rejected by the responder.

Figure 1. WS-Agreement Version 1.0 state machine
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The underlying protocol as specified in WS-Agreement version 1.0 does
not contain elements to allow further negotiation based on an initial offer.
Especially, the responder has no possibility to reply with a counter offer, which
could express more precise the SLOs a provider is able to fulfill at that time.
Thus, once the initial offer is rejected by the responder, the only was to continue
for the initiator is guessing which part of the offer can not be fulfilled, modifying
the offer accordingly and sending the offer to the responder again. Obviously,
a tedious process with limited chances to reach an agreement especially if the
agreement contains variable terms that have to be agreed upon, e.g. the time
when a certain service is required, or if there are multiple QoS objectives to
be reached. The agreement states as proposed in the WS-Agreement protocol
version 1.0 are depicted in Figure 1.

An agreement consists of the agreement name, its context and the agreement
terms. The context contains information about the involved parties and metadata
such as the duration of the agreement. Agreement terms define the content of
an agreement: Service Description Terms (SDTs) define the functionality that
is delivered under an agreement. A SDT includes a domain-specific description
of the offered or required functionality (the service itself). Guarantee Terms
define assurance on service quality of the service described by the SDTs. They
define Service Level Objectives (SLOs), which describe the quality of service
aspects of the service that have to be fulfilled by the provider. The Web Services
Agreement Specification allows the usage of any domain specific or standard
condition expression language to define SLOs. The specification of domain-
specific term languages is explicitly left open.

3. Use-Cases for negotiation

In this section we present three use cases where negotiation is required to
create SLAs .

3.1 Co-allocation and Resource Reservation

When running a commercial application usually a valid license is required
for executing the application. This license has to be available, during the
application start-up for validation. When a job comprising the execution of such
a license is submitted to Grid or Cloud resources the middleware must provide
mechanisms to make sure, that the license is available at the execution site. In
order to avoid wasting resources, e.g. blocking the license from the moment
the job is submitted to the Grid middleware, co-ordination of reservation of
the computational resources and the license would be beneficial. Co-allocating
the computational resources and the license using advance reservation helps
achieving this goal. The reservation properties can be considered and expressed
as Quality of Service terms and SLAs are created for the reservation SLOs
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once the service provider is able to fix and guarantee the reservation. In the
SmartLM project [12] this is done by the MetaScheduling Service (MSS), which
negotiates the time-slot with the scheduler of the resource providers and the
SmartLM License Management Service Service. After successful negotiation
the resources requested by the user both computational resources and the license
are reserved.

3.2 Agreement on multiple QoS Parameters

In an environment consisting of several clusters potentially operated in
different administrative domains SLAs might be used for co-allocation or the
resource allocation for workflows. A typical use-case is the co-allocation of
multiple computing resources with specific properties together with network
links with a dedicated QoS between these resources to run a distributed parallel
application. The user specifies his request and the resource orchestrator starts
negotiating with the local scheduling systems of the computing resources and the
network RMS (NRMS) in order to find a suitable time-slot where the availability
of all resources with the requested QoS parameters can be guaranteed for the
same time period. Once a common time-slot is identified the orchestrator
requires the reservation of the individual resources [7]. Again, the reservation
properties can be expressed as parameters of the QoS and an SLA is created
for the reservation. In the PHOSPHORUS project [8] this is done by the MSS,
which negotiates the time-slots and the QoS with the different schedulers of the
clusters and the NRMS and initiates the reservation of all resources requested
by the user. Another use-case is a workflow spanning across several resources.
The only difference to the use-case described before is the type of temporal
dependencies: While for the distributed parallel application the resources must
be reserved for the same time, for the workflow use-case the resources are
needed in a sequence given by the workflow.

3.3 Grid Scheduler interoperation

As there is no single orchestrating service or Grid scheduler in a Grid span-
ning across countries and administrative domains we have to deal with multiple
instances of independent Grid schedulers. Using resources from different do-
mains requires co-ordination across multiple sites. There are two approaches
either directly trying to negotiate with respective local scheduling systems or
negotiation with the respective local orchestrator. The former solution requires
local policies allowing a remote orchestrator to negotiate with local schedulers,
which is in general not the case. In the second case there is one access point to
the local resources, which then negotiates on behalf of the initiation orchestrator.
As the second approach also has a better scalability than the first one this ap-
proach is currently implemented in the German D-Grid project DGSI (D-Grid
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Scheduling Interoperability). For the communication between the different
orchestration services or Grid schedulers in D-Grid WS-Agreement has been
selected as language and protocol to create the SLAs.

4. Protocol and messages for WS-Agreement-Negotiation

The built-in negotiation capabilities of WS-Agreement as specified in version
1.0 are limited to a simple offer accept/reject procedure. Thus, either party can
send an offer and the respective other party may accept this offer or reject it.
To overcome this limitation, a negotiation process was defined by the GRAAP
working group of the Open Grid Forum that allows negotiation on top of
WS-Agreement without requiring incompatible changes of WS-Agreement.
The resulting protocol extensions are described in the following sections while
referring to the specifics of the SmartLM environment where appropriate. Figure
2 presents an overview of the negotiation process.

Figure 2. Overview of the negotiation process.

4.1 Initialisation of the negotiation process

First, the negotiation initiator initializes the process by querying a set of
SLA templates from agreement providers sending a standard WS-Agreement
message (the getResourceProperty request) to agreement providers. Within
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the SmartLM environment, any resource scheduler or any client who wants
to reserve a license will be the negotiation initiator and any SmartLM server
can act as an agreement provider. In general, the agreement provider uses
site-specific mechanisms to advertise the available templates and to provide
access to them. The terms in the templates are site-specific, e.g. a resource
provider for computing resources would provide templates with using JSDL as
term language, while templates from a license server contain terms needed to
describe to licenses it manages. The initiator, in SmartLM the user, chooses
the most suitable template as a starting point for the negotiation process. Thus,
here the most suitable template is determined by the user who is expected to
select the template containing terms, e.g. properties of a license, which the user
intends to use. This template defines the context of the subsequent iterations.
All subsequent offers must refer to this agreement template. This is required in
order to enable an agreement provider to validate the creation constraints of the
original template during the negotiation process, and therefore the validity of
an offer.

4.2 Negotiation of the template

After the negotiation initiator has chosen an agreement template, it (the
user’s client acting as agreement initiator on behalf of the user now) will create
a new negotiation quote based on the chosen template. This quote must contain
a reference to the originating template within its context. Furthermore, the
agreement initiator may adjust the content of the quote, i.e. service description
terms, the service property terms, and the guarantee terms. These changes must
be done according to the creation constraints defined in the original template.

After the initiator created the negotiation quote according to its requirements,
it is send to responders via a negotiate message. Now the agreement provider
checks whether the service defined in the request could be provided or not. If
the service can be provided, it just returns an agreement template to the client,
indicating that an offer based on that template will potentially be accepted.
Otherwise, the provider employs some strategy to create reasonable counter
offers.

The relationship between dynamically created templates and original ones
must be reflected by updating the context of the new templates accordingly.
After creating the counter offers the provider sends them back to the negotiation
initiator (negotiate response).

WS-Agreement-Negotiation does not provide strategies for support of ne-
gotiations, this is beyond the scope of the specification. However, it provides
the basic multi-round negotiation mechanisms, which can be used to create
sophisticated strategies, like e.g. auctions or such developed in the agents
community.
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4.3 Post-processing of the templates

After the negotiation initiator received the counter offers (templates) from
the negotiation responder, it checks whether one or more meets its requirements.
Sending multiple counter offers allow to speed up the negotiation process but it
is not mandatory for the negotiation responder to send more than one counter
offer. If there is no such template, the initiator can either stop the negotiation
process, or start again from step 4.1. If there is an applicable template, the
initiator validates whether there is need for an additional negotiation step or
not. If yes, the initiator uses the selected template and proceeds with step 4.2,
otherwise the selected template is used to create a new SLA.

4.4 Negotiation Messages

New messages were defined as an extension of the WS-Agreement messages
to cover the negotiation process.

Listing 1: Negotiate Messages
<wsdl:message name="NegotiateInputMessage">

<wsdl:part element="wsag−neg:NegotiateInput" name="parameters"/>
</wsdl:message>

<wsdl:message name="NegotiateOuputMessage">
<wsdl:part element="wsag−neg:NegotiateResponse" name="parameters"/>

</wsdl:message>

To start the negotiation process, the initiator sends a NegotiateInputMessage.
The NegotiateInputMessage expects as Input a NegotiateInputType, which must
hold a NegotiationQuote.

The next listing describes the xml schema definition of the necessary types.
The NegotiateInputType contains a NegotiationQuote element, which is of type
AgreementType. The NegotiateOutputType contains an unbounded amount of
Template elements of type AgreementTemplateType.

Listing 2: Schema Types
<xs:element name="NegotiateInput" type="wsag−neg:NegotiateInputType"/>
<xs:element name="NegotiateResponse" type="wsag−neg:NegotiateOutputType"/>
<xs:element name="NegotiationQuote" type="wsag:AgreementType"/>
<xs:complexType name="NegotiateInputType">
<xs:sequence>

<xs:element ref="wsag−neg:NegotiationQuote" maxOccurs="1" minOccurs="1"/>
<xs:any namespace="##other" processContents="lax" maxOccurs="unbounded"

minOccurs="0"/>
</xs:sequence>
</xs:complexType>
<xs:complexType name="NegotiateOutputType">
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<xs:sequence>
<xs:element name="Template" type="wsag:AgreementTemplateType"

maxOccurs="unbounded" minOccurs="1"/>
<xs:any namespace="##other" processContents="lax" maxOccurs="unbounded"

minOccurs="0" />
</xs:sequence>

</xs:complexType>

5. Implementation of WS-Agreement-Negotiation in
SmartLM

In order to implement WS-Agreement and WS-Agreement-Negotiation, the
SmartLM component SLA and Negotiation Service uses the WS-Agreement
Framework for Java (WSAG4J) [4]. WSAG4J implements the basic features of
the WS-Agreement protocol and also the WS-Negotiation extension described
in Section 4. Furthermore, it uses a number of standards in conjunction with
WS-Agreement to provide a complete development framework for SLA based
services.

5.1 WS-Agreement Framework for Java (WSAG4J)

In WSAG4J agreements are created based on specific templates. Therefore,
a client queries the agreement templates from an agreement factory. Based on a
suitable template a client creates a new agreement offer, and may modify the
offer. The offer is then sent to the agreement factory that will create a new
agreement. It is also possible for the client to initialize a negotiation process by
sending a negotiation quote before creating an agreement offer.

When the WSAG4J agreement factory receives a create agreement request,
it will first lookup the template that was used to create the agreement offer.
This template must be specified within the agreement context of the agreement
offer. Each template is uniquely identified by its name and its template id. The
template id identifies the version of the template and the action used to create
the agreement.

The WSAG4J engine allows deploying a set of agreement factory actions
per agreement factory. Each factory action comprises a GetTemplateAction,
a NegotiateAction, and a CreateAgreementAction. The GetTemplateAction
returns exactly one agreement template. Therefore, one specific agreement
template is identified by its template name and its template id and maps exactly
to one specific agreement factory action.

Based on a specific template, either a negotiation process can be started,
or an agreement can be created. E.g. when a client creates a new agreement
offer based on an agreement template, the offer contains a reference to the
template within the AgreementContext. When a create agreement request
was received by a WSAG4J server, the WSAG4J engine will look up the
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associated agreement factory action, validate the incoming offer against the
creation constraints defined in the template that was used to create the offer, and
invoke the according CreateAgreementAction.

5.2 SLA and Negotiation Service

The SLA and Negotiation Service implements the WSAG4J engine and
exposes an agreement factory that provides to the user when requesting a
template exactly one agreement template. This template holds the xml structure
of a license agreement including creation constraints.

Figure 3. SmartLM implementation of WSAG4J engine

As we have exactly one template, we only need one agreement factory
action (see Figure3). To get the template, negotiate the template and to create
agreements, this agreement factory action provides the WSAG4J server actions:

GetLicenseTemplateAction implements GetTemplateAction to retrieve a li-
cense template.

NegotiateLicenseTemplateAction implements NegotiateAction to negotiate
the variables of a license template according to the creation constraints
before creating an agreement.

CreateLicenseAgreementAction implements CreateAgreementAction to fi-
nally create the agreement, which is based on the initial template and is
valid against all creation constraints specified in the initial template.

In the following sections, the complete SLA lifecycle is described in detail,
starting with describing an agreement template containing licenses and how it is
created, and going on with the complete negotiation process further describing
agreement creation and ending with agreement termination.
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5.3 Creation of license agreement templates

In order to retrieve an agreement template the GetLicenseTemplateAction
is invoked. An agreement template is created that is uniquely identified by its
name and its id. Also the context of the template contains the name and id of
the template. This is required in order to lookup the template instance used to
create an agreement offer later on.

Creation constraints are added to depict the structure an agreement offer
must have. This allows (i) the client to create an appropriate agreement offer
the server may accept and (ii) the server to efficiently validate the offer.

In Figure 4 the structure of an agreement template structure is depicted. The
template is composed of the template name, its context, service description
terms (SDTs) and creation constraints.

Figure 4. Structure of a SmartLM license agreement template following the WS-Agreement
specification

The template can be seen as a form, which can be filled out by the user
to describe the application he wants to use. The service description term
“LicenseDescription” uses a newly developed language to describe this license.

5.4 Negotiation

As written in Section 4, the GRAAP group in OGF provides an extension of
WS-Agreement specification to support multi-round negotiation in addition to
the existing simple offer-accept/reject protocol. This extension is implemented
in WSAG4J and used in SmartLM to negotiate the terms of license usage. The
negotiation step is optional and can be skipped. Therefore, the client is also
allowed to directly create an agreement offer as described in Section 5.5.

After retrieving a license template from the server, the user can fill out the
template with regards to its needs. It is expected that the user knows which
application he wants to execute and that he is able to set the application name
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and its version and also the features of an application. This information could
e.g. be provided by the ISV of the application the user intends to execute.
Nevertheless it is also possible for the user to provide only the application
name and he will get back a license description which holds all details of
this application. To do so, it is necessary to specify a negotiation goal in the
second license description term (NegotiationGoal) of the template. Default
negotiation goal is “TIMESLOT”. This tells the server that the user wants to get
a free timeslot for his selected features and values. Another negotiation goal
is “FEATURES” which tells the server, that he needs to provide all features
with maximum values of an application. The application name can be a regular
expression and it is possible that there are several licenses which fulfill the
request (e.g. several versions of the application are available). In this case
the returned template contains several service description terms comprising
a license description. The user then needs to choose the right one from this
licenses.

When the user filled in the template, the client creates a NegotiationQuote
and sends it to the SLA and Negotiation Service (AgreementProvider). The
quote has the same structure as an agreement and is also based on the initial
template which is identified by the template id and name contained in the
context of the quote.

At this point the NegotiateLicenseAction is invoked, trying to create a suitable
template based on the quote. The license management service is queried to find
a suitable license and in case of “TIMESLOT” negotiation goal, also a suitable
timeslot for the requested application. The accounting and billing service is
queried to find out how much the execution of this application will cost. If all
requirements are fulfilled, a new Template is created and returned to the client.
Now the template is filled with a valid license description.

If this template suits the user, he will create an AgreementOffer and the
negotiation process is successfully completed. Otherwise the user may quit the
process, or try to further negotiate the template until the server can provide a
suitable template.

5.5 Agreement creation

The CreateLicenseAgreementAction is associated with the previously de-
fined license agreement template. It is invoked, when a valid agreement offer
was received. The template used to create an offer is identified by the tem-
plate name and id contained in the context of an agreement offer. Before the
CreateLicenseAgreementAction is invoked, the WSAG4J engine validates the
agreement offer against its creation constraints. And only if the offer is valid,
the CreateLicenseAgreementAction is invoked.

During invocation, the following actions will be accomplished:
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Check policies The policy engine is queried to check if the user meets all
conditions to use the license.

License reservation If all creation constraints are fulfilled, the license ser-
vice is called in order to confirm the reservation of the license. Each
consumable feature will be blocked during the negotiated time frame.

Token creation Only when all features of the license were scheduled success-
fully, the license service creates a license token. This token is used later
on to run the Application.

Usage record creation An initial usage record describing the reserved license
is created to keep track of license usage. This record is sent to the Usage
Record Service, which notifies the Accounting and Billing system and
provides it upon request to the Accounting and Billing system.

Persistent storage of SLAs To make SLAs persistent and reliable they are
stored in the SmartLM Storage Service, which is responsible for storing
data permanently. In case of a system crash, the SLAs can be recovered
without losing any data

5.6 Agreement termination

If the user needs to terminate the agreement unexpectedly before the agree-
ment ends automatically, the following actions are performed: The license
service is called to cancel the reservation. He frees the reserved license features
and invalidates the license token. The Policy Engine is queried if the user has
to pay for the entire reservation or whether he is charged only what he used
until cancellation. If the user is only charged for the real license usage, the
accounting and billing system is queried to calculate the new price and a new
Usage Record is created holding the real license usage and the actual price.

6. Conclusions

We presented the first implementation of WS-Agreement-Negotiation, which
extends WS-Agreement allowing more sophisticated multi-round negotiations
between the service consumer and the service provider about the QoS of the re-
quested service. WS-Agreement-Negotiation has been realized by the SmartLM
project where it is used to negotiate the license terms and their temporal avail-
ability when the user requests a license from the license management service.
Additionally, WS-Agreement-Negotiation might also be used during run-time
of the application when it turns out, that the terms of the license need to be
modified. One major objective of this implementation was to provide a nego-
tiation protocol that does not break the existing WS-Agreement 1.0 protocol
or renders the schema of the templates incompatible with previous versions.
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In the background of this implementation SmartLM was closely cooperating
with the GRAAP-WG of the Open Grid Forum where the specification of a
negotiation protocol has been discussed and prepared over the last two years.
Jointly with the GRAAP-WG we created with this implementation the basis for
the specification of WS-Agreement-Negotiation that is currently prepared by the
GRAAP-WG to be submitted to the OGF editor as a proposed recommendation.

Besides the definition of the WS-Agreement-Negotiation specification we
focus our future work on the re-negotiation of SLAs already in force. This
work will also be driven by use-cases from the SmartLM project. In general the
problem we address is the following: After the initial negotiation of the terms of
a SLA, once the SLA is in force, it may happen that one of the agreement parties
needs to change the agreement for some reason. For example, the provider
receives a request for a service from a customer with a higher priority and
this request can only be fulfilled when modifying active agreements. Or, the
customer wants to extend the time he can use a certain service or increase the
resources for this service because it became obvious that obtaining tangible
results need more time or resources. Or, the other way round the results
delivered by the service are corrupt and the customer is interested to cancel the
SLA. In all of these cases the parties would benefit from the possibility to enter
a further negotiation phase for re-negotiating the SLA.

The GRAAP-WG already discussed several approaches for the re-negotiation
of SLAs. Again, as a precondition it was decided that WS-Agreement should
not be modified in an incompatible way when re-negotiation is introduced.
There are a number of boundary conditions, one of them being the fact, that the
original agreement keeps in force until it is superseded by a new one through
the re-negotiation process. This guarantees that whenever the re-negotiation
process fails or is aborted by one of the parties the original agreement binding
both parties is still in force.
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1. Introduction

There have been many proposals for Grid markets, such as Spawn [1], Tycoon
[2], GRACE [3], GridEcon [4], and MACE [5]. The main goal of these projects
was to develop a market mechanism, which would allow for an efficient and
fair allocation of computing resources. To achieve this goal, some projects have
decided to focus on the most important aspect of a computing resource: its
computational power.

These simplifications were acceptable since some applications predominantly
require computing power. Furthermore, since designing a market mechanism
for complex goods is difficult, initial simplifications had to be made for imple-
menting a proof-of-concept. However, since the development of computing
resource markets has progressed and a number of commercial offerings are now
available, these simplifications must be removed and the tradable good must be
described in its entirety to ensure that traders in a computing resource market
can describe their offers and demands accurately. In this paper, we propose a
detailed definition of a general scheme for defining computing resources (i.e.
units of trade) that consists not only of the hardware but also of software and the
terms of use. A complete resource contract, which can also be called Service
Level Agreement, contains the definition of system resources, the software
purchased with it (if applicable), the pricing function, and the guarantees given
by the provider. Such a contract would capture all aspects that are relevant to
trading of Cloud resources.

Traditionally, the guarantees given by the provider and the duties of both
providers and buyers have been captured by Service Level Agreements (SLAs).
While many works on computing resource markets assume the existence of
Service Level Agreements [6–7], there is very little work on the exact definition
of a SLA for resources. The best attempt has been made by the OGF GRAAP
working group [8], which provided the WS-Agreement scheme [9]. However,
this scheme is not aimed at system resources in particular but rather at general
services. We will demonstrate how WS-Agreement can be used as a basis for
developing a Computing Resource Definition Language (CRDL), which can
be used in the setting of computing resource markets. Finally, we show how
this new WS-Agreement extension can be used in a number of different market
mechanisms and show that such a resource description will simplify resource
trading.

2. State of the Art

2.1 WS-Agreement

WS-Agreement was developed to allow service consumers and service
providers to form contracts which specify the service details, the guarantees,
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the obligations, and the penalties for each party concerned. This is, of course,
exactly what is needed in Cloud computing markets, since Cloud computing
resources are services.

WS-Agreement comprises three major sections: Name, Context, and Terms.
The Name section contains the optional name of the agreement and a unique ID.
In the Context section, information about the service provider and consumer
are noted, as well as the expiration time of the agreement. The Terms section
contains information about the service terms and the guarantees. The service
terms describe the service in as much detail as possible, while the guarantees
describe which minimum performance the service will provide.

In general, WS-Agreement can be used to describe services of any kind.
At the same time, it also implements a negotiation model for negotiating an
agreement. This versatility should make WS-Agreement a very useful tool in
open Cloud markets. However, the fact that WS-Agreement is not intended to
be specific to any type of market makes it very difficult to use for computing
services. We therefore will use the basic structure of WS-Agreement to develop
a Computing Resource Definition Language (CRDL), which can be used in
Cloud computing markets.

2.2 Existing Commercial Cloud Offers

In recent years, a large number of commercial Cloud providers have entered
the utility computing market, using virtualization. Now, there are a number of
different types of services which are sold under the label of "Cloud Computing".
On the one hand, there are resource providers, such as Amazon (e.g. EC2
[10]) and Tsunamic Technologies [11], who provide computing resources. On
the other hand, there are providers, who not only sell their own computing
resources but also their own software services, such as Google Apps [12]and
Salesforce.com [13]. Furthermore, there are companies that attempt to run a
mixed approach, i.e. they allow users to create their own software services but,
at the same time, the company offers various support services (i.e. platform
services) to its customers. An example of such an approach is the Sun N1 Grid
[14].

Looking at these resource providers, it should be noted that none of them
use WS-Agreement to describe the SLAs. Instead, some of these providers use
their legal staff to draft the SLA in human-readable format [15]. Others, such
as Sun and Tsunamic Technologies, do not even provide SLAs publicly. The
fact that these providers do not use WS-Agreement for their SLAs indicates
that WS-Agreement still has some major shortcomings.



www.manaraa.com

108 GRIDS AND SOA FOR SERVICE LEVEL AGREEMENTS

2.3 Open Cloud Market Enablers

In addition to the introduction of virtualization in data centers, several com-
panies (e.g. Enomaly [16]or Fluid Operations [17]) now offer platforms to
integrate in-house resources with externally purchased Cloud resources. These
products not only allow users to turn their data center into a Cloud but also
allow users to act as providers for resource services. Using such software, data
center operators could easily be encouraged to participate in an open Cloud
market, since the integration of internal and external resources is simplified.

A company that follows this idea is Zimory [18]. Its product turns a regular
data center into an intra-company Cloud, allowing an efficient use of resources.
In addition, Zimory also allows its costumers to sell spare capacity via its own
marketplace. During times of high demand, of course, resources can then be
purchased via the Zimory Cloud.

At this time, none of these companies seem to offer the capability to use any
kind of SLAs with their services. However, if an open Cloud market were to
be established, provisions for legally binding contracts would have to be made.
Since WS-Agreement already uses a very clear structure, this template could be
adapted to be more suitable for Cloud resources.

2.4 Computing Resource Markets Research

The research into system resource markets can be divided into two groups,
when looking at their description of tradable goods. The first group does not
define goods at all, while the second group focuses on one aspect of a computing
resource only.

The first group consists to a large extend of early Grid market designs.
Examples for these early designs are GRACE and designs by Buyya [19]. In
these early designs, the analysis of Grid market entities and the architecture of
such a market have been analyzed. However, the good "computing resource"
has not been defined. Since the tradable good has not been considered, the
question of how the contractual obligations can be defined has also not been
addressed.

The second group of Grid market research has simplified the computing
resource good. The MACE exchange takes a small step away from the initial
market architectures [5]. The authors recognize the importance of developing a
definition for the tradable good. However, they abstract computing resources
into services that can be traded; the actual definition has never been supplied.

Another approach, which was taken by several research groups, was the focus
on computing power, either in the form of Java OPerations (JOPs) within the
Popcorn market [20], or in the form of CPU slices within the Spawn market [1].
These goods are very restrictive, since they require detailed knowledge about



www.manaraa.com

Enabling Open Cloud Markets Through WS-Agreement Extensions 109

the factors (e.g. application requirements, the compiler vendor, the instruction
sets of the CPU) that influence the amount of computing power needed.

Lastly, there is the Tycoon market [2], which was developed before virtual-
ization tools (e.g. Xen [21]) became widely used. The initial stages worked
with basic computing cycles and it was planned to extend this market by making
use of virtualization. However, it seems that the effort has been discontinued.

Overall, much of the resource market research has worked with either sim-
plified definitions of the tradable good or without defining the good at all.
Therefore, since Grid research did not provide any foundation for defining
a computing resource good, we will use WS-Agreement to develop such a
definition. WS-Agreement was chosen for its flexibility: it will be used as a
basis for developing a Computing Resource Definition Language, keeping the
structure of WS-Agreement but expanding it to describe resources in detail.
The usefulness of WS-Agreement for defining extensions has been shown quite
frequently [22–24].

3. Extending WS-Agreement

3.1 Diversity of Goods

In an open market environment, diverse computing resources have to be
described in a common format so that customers can determine the differences
between various resource offers. This diversity may seem daunting at first but
it should be remembered that trading diverse resources is already possible in
practice for other goods. Looking at the Chicago Mercantile Exchange (CME)
[25], we can see that even diverse products such as live cattle can be traded.
Since live animals are extremely diverse, the trading contracts are very detailed,
including penalties and obligations, as the following example shows:

"A par delivery unit is 40,000 pounds of USDA estimated Yield Grade 3,
55% Choice, 45% Select quality grade live steers, averaging between 1,100
pounds and 1,425 pounds with no individual steer weighing more than 100
pounds above or below the average weight for the unit. No individual animal
weighing less than 1,050 pounds or more than 1,475 pounds shall be deliverable.
Par delivery units shall have an estimated average hot yield of 63%. [...] Steers
weighing from 100 to 200 pounds over or under the average weight of the steers
in the delivery unit shall be deliverable at a discount of 3c per pound, provided
that no individual animal weighing less than 1,050 or more than 1,475 pounds
shall be deliverable." (pg. 3, [26])

This principle of a complete contract should be adopted for infrastructure
markets so that all parties (buyers and sellers) involved in the trade can easily
understand the properties of the traded good and have a common reference to
the traded resource.
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3.2 Composition of the Service Level Contract

The benefits of using WS-Agreement to compose Service Level Contracts
lies in the fact that WS-Agreement already comprises all categories necessary
for describing a computing resource definition. Therefore, all that has to be done
is to extend WS-Agreement in such a way that it becomes more specific. All
excerpts from WS-Agreement in this chapter have been taken from [27]. The
basic structure of WS-Agreement consists of a Name, an AgreementContext,
and a Terms section. In a market environment, in which the resource definitions
are managed centrally, the agreement name will be specified in advance. The
agreement ID will only be created when a buyer and seller decide to trade
resources.

3.2.1 Agreement Context. The AgreementContext section contains
information about the service provider and the agreement initiators and respon-
dents. The full specification of the AgreementContext section is shown below
(note, all extensions to the WS-Agreement that we suggest are indicated in italic
throughout the remainder of the paper):

Figure 1. General Structure of WS-Agreement.

The AgreementInitiator and AgreementResponder sections will have to be filled
according to the market mechanism, but can be left blank if they are not needed.
The Service Provider section, as well as the newly created ServiceConsumer
section, will be filled with information about the service provider and the service
consumer, respectively. Both fields are mandatory.

The StartingTime section allows for future delivery of the service. Since
even spot market sales have a lag time, which allows the provider to set up
the resources, this starting time is vital to ensure that the agreement covers
the relevant time schemes. We also introduced an EndingTime section, which
denotes the time at which the resources revert to their owner. Both these fields
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are obligatory. The PurchaseTime section describes the time of purchase of the
SLA. This is necessary for some pricing function as explained in section 3.2.4.

The ExpirationTime section will be filled in according to the expiration time
of the contract. This time must be at least the same time as the ending time to
ensure that the contract is valid for the entire duration of the resource usage.
The TemplateID and TemplateName sections will be filled as needed.

3.2.2 Terms. The Terms section defines both the service that is traded,
as well as the guarantees that the provider is willing to make. Furthermore, this
section can contain a description of the penalties as well as a description of the
restrictions. The Terms section contains elements for the service description,
service reference, service properties, and the guarantee terms.

For computing resources, the ServiceDescriptionTerm section can be used to
describe the physical resource with respect to CPU, main memory, hard disk,
and the network. A detailed description of a resource is shown below on the
left.

<xs:complexType name=”ServiceDescriptionTerm”>
<xs:sequence>

<xs:complexType name=”Resource”>
<xs:sequence>

<wsag:ExactlyOne>
<xs:element name="Processor"
type="wsag:ProcessorType"/>
<xs:element name="MainMemory"
type="wsag:MainMemoryType"/>
<xs:element name="HDD" 
type="wsag:HDDType"/>
<xs:element name="Network"
type="wsag:NetworkType"/>
<xs:element name="BusSpeed"
type="wsag:BusSpeedType"/>
<xs:element 
name="NumberOfResources"
type="xs:integer"/>

</wsag:ExactlyOne>
</xs:sequence>

</xs:complexType>
</xs:sequence>
</xs:complexType>

<xs:element name="Processor">
<xs:complexType>

<xs:sequence>
 <wsag:ExactlyOne>

<xs:element name="Brand" type="xs:string"/>
<xs:element name="ProcessorName"
type="xs:string"/>
<xs:element name="NumberOfCores"
type="xs:integer"/>
<xs:element name="ProcessorSpeedGHz"
type="xs:decimal"/>
<xs:element name="L1CacheMB"
type="xs:decimal"/>
<xs:element name="L2CacheMB"
type="xs:decimal"/>
<xs:element name="FSBMHz"
type="xs:decimal"/>

</wsag:ExactlyOne> 
</xs:sequence>

 </xs:complexType>
</xs:element>

Figure 2. ServiceDescriptionTerm and processor definition.

Most of these complex types will have to be expanded. On the right-hand side
of Figure 2, we demonstrate how the processor can be described in detail. In
Figure 3, we show how the network access and the software parameters can be
described.

Figure 3. Description of network and software.
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On the left side of Figure 4, the main memory is specified; on the right side, the
hard disk can be specified.

Figure 4. Description of memory and hard disk.

The software section describes whether a virtualization tool was used to create
the resource, and if so, which types of software containers can be run on the
resource. This allows the user to determine whether this resource is capable of
running software containers already owned by the user, or if new containers
have to be created. Furthermore, if the provider desires, this category can also
describe which operating systems can run on the resource or is pre-installed.
This is especially important if virtualization tools are used, since these tools
place some restrictions on the operating systems that can be deployed. In
addition, this category can describe whether static or dynamic IP addresses are
used.

3.2.3 Guarantee Terms. The GuaranteeTerms section describes the
guarantees the service provider will have to give. In the case of computing
resources, the resource description given in the ServiceDescription section is a
minimum performance that must be provided. To see how the WS-Agreement
GuaranteeTerms can be extended, we will have to look at this section in more de-
tail. The GuaranteeTerms consists of the ServiceScope section, the Qualifying-
Condition section, the ServiceLevelObjective section and the BusinessValueList
section.

The ServiceScope describes to which element of the service term the guaran-
tee applies (e.g. for software services, one element could be the response time).
In the case of computing resources, the guarantees cover all parameters of the
computing resource as a whole. The QualifyingCondition section describes
when a guarantee starts to apply. In the case of computing resources, this is
the moment when the user is given control of the resource. The ServiceLevel-
Objectives section describes when a guarantee is considered to be met. In the
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case of computing resources, this is the case if the resource is available for the
specified amount of time and if all parameters in the description are met, e.g.
the processor speed is correct and memory size is correct.

The BusinessValueList section describes penalties and rewards. It consists of
the Importance, Penalty, Reward, Preference and CustomBusinesValue sections.
The Importance section describes the importance of a given business value.
This can be filled in, if the providers or consumers so desire.

The Rewards section describes the reward that could be incurred for meeting
an objective. In the case of computing resources, this could be the price that
has to be paid by the consumer for using the specified resource. The Preference

Figure 5. Reward and Preference sections.

section is used in cases where multiple business values apply to the service at
the same time. In such a case, the preference indicates which business value
should be used. In the case of computing resources, this section expresses
pricing and multiple pricing models can be ranked according to their preference.
This allows for different pricing models to be applied to different usage and
quality levels. Note, if multiple prices apply for the same usage, the consumer
will have to pay all fees.

The Penalty section describes the obligations of consumers and providers. In
this case, consumers and providers can be held accountable, if certain conditions
are not met. In the case of computing resources, these conditions can be quite
diverse, ranging from limiting usage of hardware to excluding certain hardware
infrastructures entirely from some customers. The definition of the Penalty
section follows the one of the Reward section and uses the structure of the
Preference section. If a Reward section and a Penalty section exist with the
service level contract, two BusinessValueList sections have to be filled out.

The CustomBusinessValues section can be used to describe usage restrictions
and responsibilities of the consumer. These are vital to the contract, since many
aspects of the resource usage can be affected by these rules.
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4. CRDL in Different Market Mechanisms

The BusinessValueList section describes penalties and rewards. It consists of
the Importance, Penalty, Reward, Preference and CustomBusinesValue sections.
The Importance section describes the importance of a given business value.
This can be filled in, if the providers or consumers so desire.

4.1 Posted Price

In a posted price market, providers are free to create any resource types,
which they deem to be tradable. These freely created resource types can also
come with highly individualized Terms of Use. For the Computing Resource
Definition Language, this means that the Terms section would, in all likelihood,
be different for different providers. However, in order to achieve understandabil-
ity, the Terms would link to an external reference, where the Terms are written
in natural language and can be seen by consumers.

In a posted price market environment, the offers could be centrally listed and
potential customers can then search these offers based on their unit-of-trade
requirements. Such matching procedures have been proposed in [28]. Using
the CRDL, this search procedure will be simplified, since the vital parameters
can be easily compared.

4.2 Negotiation Environment

In a negotiation process, a provider and consumer can negotiate the different
categories of the computing resource contract individually. Should the need
arise, both parties can even negotiate the individual aspects of each of the four
contract categories. In this case, the contract template helps both parties to
structure their negotiation process.

Therefore, the CRDL does not hinder the bargaining partners to negotiate
each aspect of a resource. Instead it simplifies the procedure if both parties can
agree on standard components. In fact, any mix of standard and individualized
components can be combined to form a new contract. Further simplifications
are achieved by the fact that WS-Agreement already includes some tools for
negotiations which can be used by the trading parties. Furthermore, the flexible
pricing section allows both parties to define different prices for individual
components. This will ensure that the negotiating parties can be certain that
their pricing requirements are met.

4.3 Single Auction

In a single auction, the provider simply posts the service level contract
without setting the price of the good. The resource consumer searches for
suitable resources being currently auctioned and bids for resources using his
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bidding strategy. Depending on the auction, the consumer bids for the good and,
if he wins, gives the purchase price to the auctioneer. The final service level
agreement comprises the service level contract filled with the price associated
with the winning bid of the consumer.

The advantage of using CRDL contracts lies in the easy-to-understand de-
scription of the traded good. The consumer can easily determine which ca-
pabilities each resource has and what the provider is willing to guarantee.
Furthermore, since the good is fully described and perhaps only the price is
missing, the auction procedure does not need to be adapted to be able to work
with other goods of this type of good. Therefore, any existing auction market
can work with CRDL. The bid would be a simple value pair <contract ID,
price>.

4.4 Discussion of the Computing Resource Definition
Language

All market mechanisms use the same template to define the tradable good,
i.e. the computing resource. While some market mechanisms, such as single
auctions, require such a stringent structure, others are more lenient. Since
WS-Agreement is used as a basis, traders will easily understand the structure.
Furthermore, if the restrictions, penalties and responsibilities are defined in
legal terms, the existing template can then be taken to court.

The comparability requirement of different Computing Resource Contracts is
provided not only through a standard format, but also through the same structure
of all contracts. This means that the important aspects of each contract can be
easily found and can then be compared. However, this requires additional effort
in standardizing SLAs, which has been started within the SLA framework of
OGF [9].

The flexibility of CRDL is given by the fact that it can represent a large
number of different resources types. This structure of a contract allows for
individual parts to be, to some extent, standardized. The individual parts can
still be combined in many ways to form contracts.

Since CRDL allows a wide array of resources to be described and resource
descriptions with CRDL are understandable by all parties, comparisons of units
of trades will be simple. Therefore, it is likely that the resource descriptions
with CRDL will be accepted by a large number of users.

5. Conclusion and Future Work

In this paper, we have introduced the Computing Resource Definition Lan-
guage (CRDL), an extension to WS-Agreement. It is aimed at capturing the
complexity of system resources in a single descriptor, which can be traded in
many market environments. The usefulness of this extension has been discussed
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by showing its application to different market mechanisms. The main goal was
to enhance the usefulness of WS-Agreement for markets where many different
market mechanisms can exist. In particular, we showed how CRDL can be
applied to utility computing markets for virtualized goods.
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1. Introduction

Service-oriented Architectures (SOA) represent a promising approach for
implementing ICT systems [4]. Thereby, software is packaged to services and
can be accessed independently of the used programming languages, protocols,
and platforms. Despite remarkable adoption of SOA as the key concept for
the implementation of ICT systems, the full potential of SOA (e.g., dynamism,
adaptivity) is still not exploited [19]. SOA approach and Web service tech-
nologies represent large scale abstractions and a candidate concept for the
implementation novel computing paradigms where sophisticated scientific ap-
plications can be accessed as services over Internet [1, 5] or where massively
scalable computing is made available to end users as a service as in case of
Cloud Computing [10]. In all those approaches the access to computing power
is provided as a service.

The key benefits of providing computing power as a service are (a) avoidance
of expensive computer systems configured to cope with peak performance,
(b) pay-per-use solutions for computing cycles requested on-demand, and (c)
avoidance of idle computing resources. The development of novel concepts for
dynamic, versatile, and adaptive services represents an open and challenging
research issue [16]. Major goal of this chapter is to facilitate service negotiation
in heterogeneous Clouds. In order to enable service users to find services which
best fit to their needs (considering costs, execution time and other functional
and non-functional properties), service users should negotiate and communicate
with numerous publicly available services.

Non-functional requirements of a service execution are termed as Quality
of Service (QoS), and are expressed and negotiated by means of Service Level
Agreements (SLAs). SLA templates represent empty SLA documents with all
required elements like parties, SLA parameters, metrics and objectives, but
without QoS values [12]. However, most existing Cloud frameworks assume
that the communication partner knows about the negotiation protocols before
entering the negotiation and that they have matching SLA templates. In commer-
cially used Clouds this is an unrealistic assumption since services are discovered
dynamically and on demand. Thus, so-called meta-negotiations are required to
allow two parties to reach an agreement on what specific negotiation protocols,
security standards, and documents to use before starting the actual negotiation.
The necessity for SLA mappings can be motivated by differences in terminology
for a common attribute such as price, which may be defined as usage price on
one side and service price on the other, leading to inconsistencies during the
negotiation process.

Thus, we approach the gap between existing QoS methods and Cloud services
by proposing an architecture for Cloud service management with components
for meta-negotiations and SLA mappings [9, 8, 7]. Meta-negotiations are de-
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fined by means of a meta-negotiation document where participating parties may
express: the pre-requisites to be satisfied for a negotiation, for example, require-
ment for a specific authentication method; the supported negotiation protocols
and document languages for the specification of SLAs; and conditions for the
establishment of an agreement, for example, a required third-party arbitrator.
SLA mappings are defined by XSLT1 documents where inconsistent parts of
one document are mapped to another document e.g., from consumer’s tem-
plate to provider’s template. Moreover, based on SLA mappings and deployed
taxonomies, we eliminate semantic inconsistencies between consumer’s and
providers SLA template.

2. Related Work

Since there is very little exiting work on self-adaptable Cloud services, we
look into existing systems in related areas - in particular into existing Grid
systems. Currently, a large body of work exists in the area of Grid service
negotiation and SLA-based QoS [20, 11]. Work presented in [22] discusses
incorporation of SLA-based resource brokering into existing Grid systems.
Glatard et al. discuss a probabilistic model of workflow execution time evaluated
in context of EGEE grid infrastructure [13]. Work described in [23] presents
an approach for dynamic workflow management and optimization using near-
realtime performance with strategies for choosing an optimal service, based
on user-specified criteria, from several semantically equivalent Web services.
Oldham et al. describe a framework for semantic matching of SLAs based on
WSDL-S and OWL [21].

Ardagana et al. [3] present an autonomic Grid architecture with mechanisms
to dynamically re-configure service center infrastructures, which is basically
exploited to fulfill varying QoS requirements. Work presented in [1] extends
the service abstraction in the Open Grid Services Architecture (OGSA) for
QoS properties focusing on the application layer. Thereby, a given service may
indicate the QoS properties it can offer or it may search for other services based
on specified QoS properties. Work presented in [11] proposes a generalized
resource management model where resource interactions are mapped onto
a well defined set of platform-independent SLAs. The model is based on
Service Negotiation and Acquisition Protocol (SNAP) providing the lifetime
management SLAs.

Dan et al. [12] present a framework for providing customers of Web services
differentiated levels of service through the use of automated management and
SLAs. Work described in [15] discusses how semantic technologies may be
used by mobile devices which need to locate and select appropriate Grid services

1XSL Transformations (XSLT) Version 1.0, http://www.w3.org/TR/xslt.html
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Figure 1. General Architecture of an Autonomic System Explained on a QoS Example

in an automatic and flexible way. Jurca et al. propose a new form of SLAs
where the price is determined by the QoS which is actually delivered by service
provider. For the monitoring of QoS a novel approach is introduced based on
reputation mechanism [17].

3. Adaptable, Versatile, and Dynamic services

In this section we discuss how adaptable, versatile, and dynamic services can
be realized.

3.1 Overview

To facilitate dynamic, versatile, and adaptive IT infrastructures, SOA systems
should react to environmental changes, software failures, and other events which
may influence the systems’ behavior. Therefore, adaptive systems exploiting
self-* properties (self-healing, self-controlling, self-managing, etc.) are needed,
where human intervention with the system is minimized. We propose models
and concepts for adaptive services building on the approach defined by means
of autonomic computing [18, 3].

We identified the following objectives:

Negotiation bootstrapping and service mediation. The first objective is to
facilitate communication between publicly available services. Usually,
before service usage, service consumer and service provider have to es-
tablish an electronic contract defining terms of use [6, 11]. Thus, they
have to negotiate the exact terms of contract (e.g., exact execution time
of the service). However, each service provides a unique negotiation pro-
tocol often expressed using different languages, representing an obstacle
within the SOA architecture. We propose novel concepts for automatic
bootstrapping between different protocols and contract formats increasing
the number of services a consumer may negotiate with. Consequently,
the full potential of public services could be exploited.
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Service Enforcement. Services may fail, established contracts between ser-
vices may be violated. The second objective is to develop methods for
service enforcement, where failures and malfunctions are repaired on
demand and where services are adapted to changing environmental and
system conditions. We propose development of knowledge bases where
the directives, policies, and rules for failure adjustment and repair may
be specified and stored. Furthermore, adequate methods for the condition
specification and condition evaluation are emerging research issues.

Service adaptivity. Service failures or violations of electronic agreements
must be detected in an efficient manner. Moreover, the reaction to failures
should be done in an adequate way. Thus, the third objective is the devel-
opment of novel methods for modeling of intelligent logging capabilities
at the level of a single service as well as composite services. Sophis-
ticated concepts for the measurement of service execution parameters
and Quality of Service (QoS) are needed as well as generic monitoring
capabilities which can be customized on-demand for different services.

Service Governance. Policies and rules for service enforcement should not
be defined in a static way. Moreover, the rules should evolve over time.
The fourth objective is the development of the governing guidelines for
rule definition and rule-evolution. This includes the development of
adequate languages for rule specification and rule evolution as well as
novel reasoning techniques.

In order to achieve aforementioned goals we utilize the principles of auto-
nomic computing. Autonomic computing research methodology can be exem-
plified using Quality of Service (QoS) as shown in Figure 1. The management
is done through the following steps: (i) Monitoring: QoS managed element
is monitored using adequate software sensors; (ii) Analysis: The monitored
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and measured metrics (e.g., execution time, reliability, availability, etc.) are
analyzed using knowledge base (condition definition, condition evaluation, etc.);
(iii) Planning: Based on the evaluated rules and the results of the analysis, the
planning component delivers necessary changes on the current setup e.g., rene-
gotiation of services which do not satisfy the established QoS guarantees; (iv)
Execution: Finally, the planned changes are executed using software actuators
and other tools (e.g., VieSLAF framework [9]), which query for new services.

3.2 Negotiation Bootstrapping and Service Mediation

Autonomic computing can be applied for other managed elements e.g., service
negotiation. In the following we explain the first steps in achieving aforemen-
tioned architecture: meta-negotiations and SLA mappings.

Figure 2 depicts how the principles of autonomic computing can be applied
to negotiation bootstrapping and service mediation. As a prerequisite of the
negotiation bootstrapping users have to specify a meta-negotiation document
describing the requirements of a negotiation, as for example required negotiation
protocols, required security infrastructure, provided document specification
languages, etc. During the monitoring phase all candidate services are selected
where negotiation bootstrapping is required. During the analysis phase existing
knowledge base is queried and potential bootstrapping strategies are found. In
case of missing bootstrapping strategies users can define in a semi-automatic
way new strategies (planning phase). Finally, during the execution phase the
negotiation is started by utilizing appropriate bootstrapping strategies.

The same procedure can be applied to service mediation. During the service
negotiation, inconsistencies in SLA templates may be discovered (monitoring
phase). During the analysis phase existing SLA mappings are analyzed. During
the planning phase new SLA mappings can be defined, if existing mappings
cannot be applied. Finally, during the execution phase the newly defined SLA
mappings can be applied.

As indicated with bold borders in Figure 2, in this chapter we present solu-
tions for the definition and accomplishment of meta-negotiations (Section 4)
and for the specification and applications of SLA mappings (Section 5). In the
following section we explain the principles of meta-negotiations.

4. Meta-Negotiations

In this section, we present an example scenario for the meta-negotiation
architecture, and describe the document structure for publishing negotiation
details into the meta-negotiation registry.
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4.1 Meta-Negotiation Scenario

The meta-negotiation infrastructure can be employed in the following manner:
(i) Publishing: A service provider publishes descriptions and conditions of sup-
ported negotiation protocols into the registry; (ii) Lookup: Service consumers
perform lookup on the registry database by submitting their own documents
describing the negotiations that they are looking for. (iii) Matching: The reg-
istry discovers service providers who support the negotiation processes that a
consumer is interested in and returns the documents published by the service
providers; (iv) Negotiation: Finally, after an appropriate service provider and
a negotiation protocol is selected by a consumer using his/her private selec-
tion strategy, negotiations between them may start according to the conditions
specified in the provider’s document.

In the following we explain the sample meta-negotiation document.

4.2 Meta-Negotiation Document (MND)

The participants publishing into the registry follow a common document
structure that makes it easy to discover matching documents. This document
structure is presented in Figure 3 and consists of the following main sections.

Each document is enclosed within the <meta-negotiation> ...
</meta-negotiation> tags. Each meta-negotiation (MN) comprises three
distinguishing parts, namely pre-requisites, negotiation and agreement as de-
scribed in the following paragraphs.
Pre-requisites. The conditions to be satisfied before a negotiation starts
are defined within the <pre-requisite> element (see Figure 3, lines 3–10).
Pre-requisites define the role a participating party takes in a negotiation, the
security credentials and the negotiation terms. The <security> element spec-
ifies the authentication and authorization mechanisms that the party wants
to apply before starting the negotiation process. The negotiation terms spec-
ify QoS attributes that a party is willing to negotiate and are specified in the
<negotiation-term> element. For example, in Figure 3, the negotiation
terms of the consumer are beginTime and endTime, and price (line 6).
Negotiation. Details about the negotiation process are defined within the
<negotiation> element. Each document language is specified within the
<document> element. In Figure 3, WSLA is specified as the supported document
language. Additional attributes specify the URI to the API or WSDL for
the documents and their versions supported by the consumer. In Figure 3,
AlternateOffers is specified as the supported negotiation protocol. In addition
to the name, version, and schema attributes, the URI to the WSDL or API of
the negotiation protocols is specified by the location attribute (line 12).
Agreement. Once the negotiation has concluded and if both parties agree to
the terms, then they have to sign an agreement. This agreement may be verified
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<meta-negotiation ...>
<pre-requisite>
<role name="consumer"/>
<security> <authentication value="GSI" location="uri"/> </security>
<negotiation-terms>
<negotiation-term name="beginTime"/> <negotiation-term name="endTime"/>
</negotiation-terms>
</pre-requisite>
<negotiation>
<document name="WSLA" value="uri" version="1.0"/>
<protocol name="alternateOffers" schema="uri" version="1.0" location="uri"/>
</negotiation>
<agreement> <confirmation name="arbitrationService" value="uri"/> </agreement>
</meta-negotiation>

Figure 3. Example Meta-negotiation Document
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by a third party organization or may be logged with another institution who
will also arbitrate in case of a dispute. These modalities are specified within
the <agreement> clause of the meta-negotiation document as shown in line 14.
The meta-negotiation architecture described here was experimentally evaluated
and the results were presented in a previous publication [8].

5. SLA mappings

In the presented approach each SLA template has to be published into a
registry where negotiation partners i.e., provider and consumer, can find each
other.

5.1 Management of SLA mappings
Figure 4(a) depicts the architecture for the management of SLA mappings and

participating parties. The registry comprises different SLA templates whereby
each of them represent a specific application domain, e.g., SLA templates for
medical, telco or life science domain. Thus, each service provider may assign
his/her service to a particular template (see step 1 in Figure 4(a)) and afterwards
assign SLA mappings if necessary (see step 2). Each template a may have n
services assigned.
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Service consumer may search for the services using meta-data and search
terms (step 3). After finding appropriate services each service consumer may
define mappings to the appropriate template the selected service is assigned
to (step 4). Thereafter, the negotiation between service consumer and service
provider may start as described in the next section. As already mentioned tem-
plates are not defined in a static way. Based on the assigned SLA mappings and
the predefined rules for the adaptation, SLA templates are updated frequently
trying to reflect the actual SLAs used by service provides and consumers (step
5).

Currently, SLA mappings are defined on an XML level, where users define
XSL transformations. However, a UML based GUI for the management of SLA
mappings is subject of ongoing work [7].

5.2 Scenario for SLA mappings

Figure 4 depicts a scenario for defining XSL transformations. For the def-
inition of SLA agreements we use Web Service Level Agreement (WSLA)
[24]. WSLA templates are publicly available and published in a searchable
registry. Each participant may download previously published WSLA templates
and compare them with the local template. This can be done in an automatic
way by using appropriate tools. We are currently developing a GUI that can
help consumers to find suitable service categories. If there are any inconsisten-
cies discovered, service consumer may write rules (XSL transformation) from
his/her local template to the remote template. The rules can also be written
by using appropriate visualization tools. Thereafter, the rules are stored in the
database and can be applied during the runtime to the remote template. During
the negotiation process, the transformations are performed from the remote
WSLA template to the local template and vice versa.

Figure 4 depicts a service consumer generating a WSLA. The locally gener-
ated WSLA plus the rules defining transformation from local WSLA to remote
WSLA, deliver a WSLA which is compliant to the remote WSLA. In the second
case, the remote template has to be translated into the local one. In that case,
the remote template plus the rules defining transformations from the remote to
local WSLA deliver a WSLA which is compliant to the local WSLA. Thus, in
this manner, the negotiation may be done using non-matching templates.

Even the service provider can define rules for XSL transformations from
the publicly published WSLA templates to the local WSLA templates. Thus,
both parties, provider and consumer, may match on a publicly available WSLA
template.
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...
<xsl:template ...>
<xsl:element name="Function" ...>
<xsl:attribute name="type"> <xsl:text>Times</xsl:text> </xsl:attribute>
<xsl:attribute name="resultType"> <xsl:text>double</xsl:text> </xsl:attribute>
<xsl:element name="Operand" ...>
<xsl:copy> <xsl:copy-of select="@*|node()"/> </xsl:copy>
</xsl:element>
<xsl:element name="Operand" ...>
<xsl:element name="FloatScalar" ...> <xsl:text>1.27559</xsl:text> </xsl:element>
</xsl:element>
</xsl:element>
</xsl:template>
...

Figure 5. Example XSL Transformation

5.3 SLA mappings Document (SMD)

In this section, we present and discuss a sample SLA mapping document.
Generally, SLA mappings can be defined using XSLT and XPath expressions.

Figure 5 shows a sample rule for XSL transformations where price defined
in Euro is transformed to an equivalent price in US Dollars. Please note that for
the case of simplicity we use a relatively simple example. Using XSLT even
more complicated mappings can be defined, the explanation of which is out of
the scope of this chapter.

As shown in Figure 5, the Euro metrics is mapped to the Dollar metric. In
this example we define the mapping rule returning Dollars by using the Times
function of WSLA Specification (see line 4). The Times function multiplies
two operands: the first operand is the Dollar amount as selected in line 7, the
second operand is the Dollar/Euro quote (1.27559) as specified in line 10. The
dollar/euro quote can be retrieved by a Web service and is usually not hard
coded.

With similar mapping rules users can map simple syntax values (values of
some attributes etc.), but they can even define complex semantic mappings with
considerable logic behind. Thus, even slightly different SLA templates can be
translated into each other.

6. VieSLAF framework

In this section we present the architecture used for the semi-automatic man-
agement of meta-negotiations and SLA mappings. We discuss a sample archi-
tectural case study exemplifying the usage of Vienna Service Level Agreement
Framework - VieSLAF.

As discussed in Section 3 VieSLAF framework represents the first prototype
for the management of self-governing ICT Infrastructures. The VieSLAF frame-
work enables application developers to efficiently develop adaptable service-
oriented applications simplifying the handling with numerous Web service
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Figure 6. Extended VieSLAF Architecture with Monitoring and Taxonomies

specifications. The framework facilitates management of QoS models as for
example management of meta-
negotiations [8] and SLA mappings [9]. Based on VieSLAF framework, a ser-
vice provider may easily manage QoS models and SLA templates and frequently
check whether selected services satisfy developer’s needs e.g., specified QoS-
parameters in SLAs. Furthermore, we discuss basic ideas about the adaptation
of SLA templates.

We describe the VieSLAF components based on Figure 6. As shown in step (1)
in Figure 6 users may access the registry using a GUI, browse through existing
templates and meta-negotiation documents using the MN and SLA mapping
middleware. In the next step (2), service provider specify MN documents and
SLA mappings using the MN and SLA mapping middleware and submit it
to the registry. Thereafter, in step (3), service consumer may query existing
meta-negotiation documents, define own SLA mappings to remote templates
and submit it to the registry. MN and SLA mapping middleware on both sides
(provider’s and consumer’s) facilitates management of MNs and SLA mappings.
Submitted MN documents and SLA mappings are parsed and mapped to a
predefined data model (step 4). After meta-negotiation and preselection of
services, service negotiation may start using the negotiation protocols, document
languages, and security standards as specified in the MN document (step 5).
During the negotiation SLA mappings and XSLT transformations are applied
(step 6). After the negotiation, invocation of the service methods may start (step
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7). SLA parameters are monitored using the monitoring service (step 8). Based
on the submitted SLA mapping publicly available SLA templates are adapted
reflecting the majority of local SLA templates (step 9).

7. Conclusion and Future Work

In this chapter we have presented the goals of the Foundations of Self-
Governing ICT Infrastructures (FoSII) project and how these goals can be
achieved using the principles of autonomic computing. We discussed novel
meta-negotiation and SLA mapping solutions for Cloud services bridging the
gap between current QoS models and Cloud middleware and representing
important prerequisites for the establishment of autonomic Cloud services. We
discussed the approaches for meta-negotiation and SLA mapping representing
partial implementation of negotiation bootstrapping and service mediation
approaches. Furthermore, we presented the VieSLAF framework used for the
management of meta-negotiations and SLA mappings. Using VieSLAF service
users can even monitor SLA parameters during the execution of the service
calls. Finally, we discussed how SLA templates can be adapted based on the
submitted SLA mappings.

As the next step of the FoSII project we plan to implement bootstrapping
strategies where even consumer and provider, which understand different nego-
tiation protocols and document languages can communicate with each other.
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1. Introduction

Virtual Organizations (VOs) enable disparate groups of organizations and/or
individuals to share resources in a controlled fashion, so that members may
collaborate to achieve a shared goal [5]. Virtual organization formation occurs
when a collection of grid entities, each with various problem solving capabil-
ities and resources, agree to pool their resources together and act as a single
conceptual unit seamlessly integrating their resources and services to offer the
VO services. One of the challenges of Grid systems is the on demand formation
of virtual organizations in open environments requiring dynamic collaborations
for resource provisioning. This requires the timely orchestration and assembling
of applications and services based on the resilient availability of resources in a
VO. Given the dynamic nature of resources availability, predicting the resource
needs and availability can be complex, and involves sensing and responding to
fluctuating market trends in real time. Service providers intending to form a
VO must determine the optimal set of providers to form a VO partnership with
and monitor the performance of the VO during its lifetime. Existing work for
managing VOs and their QoS [8][7] mainly adopt a provider-centric perspective
for guaranteeing QoS for service delivery.

Given the dynamic nature of VOs and the need to incorporate service
providers and consumers with diverse preferences but retaining some com-
monality in goals and interests, negotiation and service level agreements (SLAs)
can facilitate the formation, operation and dissolution of a VO or when an
outsider requests to be a new member of an existing VO. In this paper, we
focus on the formation of a VO consisting of service providers through an
automated negotiation between them and a VO manager. The goal is to select
the set of providers that will provide the best service and resources given a set of
requirements. More specifically, we implement a sealed bid auction between the
VO manager and prospective VO members, and we implement three decision
making strategies for the service provider and VO manager to evaluate and
generate SLAs. We demonstrate the performance of such an auction compared
to having no negotiation by analyzing the utility of the SLAs and the time taken
to form a VO.

The remainder of the paper is structured in the following way. Section 2
presents the characteristics and requirements of VOs. Section 3 describes the
sealed bid auction protocol and the process of VO formation through such an
auction. Section 4 provides the strategies used by service providers on deciding
how many resources to offer for joining a VO, and the strategies of a VO
manager on deciding whether to accept a service provider in the VO. Section
5 analyses the performance of the sealed bid auction with respect to various
strategies. Section 5 concludes.
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2. VO Characteristics

Virtual organizations are dynamic collections of individuals, institutions and
resources for flexible, secure, coordinated resource sharing. The members of
a VO usually consist of service providers, but a more diverse structure would
also incorporate service consumers and third party servers such as for example
security and authorization.

VOMS Virtual organization management (VOMs) [3], [4] services provide
information on a member’s state within a virtual organization in terms of his
groups, roles and capabilities. DataGrid’s VOMs service [4] is an account
database storing VOMs credential and includes a VO manager to administrate
the VO memberships. A VO Manager enrolls users and resources into the
VO, allocates users to the resources and inspects the resource usage in the
VO. More specifically, the VO Manager maintains a VO directory with the list
of services in his VO, adds or removes groups within the VO and specifies
the administrator(s) for each group within the VO. In [3], users log in to a
VOM portal to get access to a restricted set of functionalities based on the role
assigned to them by the VO administrator.

Membership Policies. There are several details regarding the membership
policies, the foremost being enforcing access control policies to provided re-
sources. Two different members do not necessary have the same access rights to
a resource. Access rights depend on the specific resource itself, the role of the
member, and possibly the recent activities of the member in the VO. VOMS also
manages authorization data through a database of user roles and capabilities
and a set of tools for accessing and manipulating the database, assigning roles
to users and generating user credentials. A user may create an aggregate proxy
certificate to access multiple VOs, which enables access to resources in any of
the VOs.

Membership Expiration Time. A user membership in a VO is set for a
specific duration and the authorization information and certificate are valid for a
limited period of time. VO members can apply to renew their membership and
certificates at the expiry time of the membership. The success of this renewal is
subject to the contribution of the VO member in the VO.

Avoid over-provisioning. Investing in resources has to be leveraged with
operational requirements to optimize resource utilization and costs. Membership
in a VO has to consider the risk of over-provisioning and incurring excess costs.

Lifecycle of VO. A VO may be of limited duration which is either short
on-demand VOs or long-lived VOs with established SLAs. A short-term VO
is formed to answer a temporary need for resources and is disbanded once
this need is satisfied. The policy for the formation of a VO is established
dynamically.
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Pathan et al. [6] propose a virtual organization model to support peering of
content delivery networks (CDN). CDNs collaborate through the formation of
a VO which is initiated by a CDN to meet its SLAs with its customers. Their
approach is centered around the service providers and negotiation is performed
through a mediator which is analogous to the VO manager in this paper. They
focus more on the policy management of the VO and the mediator, abstracting
away from a detailed description of auction protocol and strategies used.

Akram [2] outlines the requirements for VOs and the role of different avail-
able technologies to provide the middleware for VO formation. The paper
evaluates the web services related specifications, in particular the web services
resource framework, and their use in VOs. The requirements listed are infor-
mative and automated negotiation techniques can help to facilitate them for
example diversity and sharing of resources between different communities.

3. Sealed Bid Auction for VO Formation

Figure 1 shows the actors involved in a VO formation – the VO, the VO
manager and the service providers outside the VO. The VO manager has a sealed
bid service that will carry out a sealed bid auction with the service providers
outside of the VO. The service providers advertise their resources in a directory
service, and have also advertised that they provide their sealed bid service to
participate in a sealed bid auction. The VO manager knows the requirements of
the VO and acts on behalf of the VO to recruit new service providers according
to the VO requirements. The VO manager selects suitable service providers
through the directory service and conducts a sealed bid auction with them
through its sealed bid service. This allows the VO manager to choose those
providers which best fit the VO requirements. Thus VO formation is achieved
by the VO manager adding selected service providers as members of the VO.

3.1 Sealed Bid Auction Service

Figure 2 illustrates the sealed bid auction protocol implementing the VO
formation. Let SP denote the set of service providers that the VO manager m
selects from the directory service. The auction is started by the VO manager’s
sealed bid service issuing a broadcast to all providers in SP . The content of
the broadcast is a measure of the resources that the VO manager expects to be
provided, for example 10 GB per hour. A service provider’s sealed bid service
in SP checks the provider’s available resources and decides if it can make a
bid to satisfy m’s broadcast. If the service provider can make a bid, then the
provider’s sealed bid service generates its bid and send this privately to m. This
is different from English auctions such as eBay since bidders are not privy to
each other’s bids. The VO manager m receives all bids privately, evaluates them
and chooses which bids to accept. Here m may choose to accept more than one
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Figure 1. Actors in Virtual Organisation Formation

bid and to reject the rest. We explain our decision making algorithms in section
4.

For the VO manager and the providers to perform a sealed bid auction, they
expose their sealed bid service. Figure 2 shows a sealed bid auction. A VO
manager’s sealed bid service exposes the method private bid for service
providers to invoke this method and submit their bids. In the case of a service
provider’s auction service, its exposed methods are broadcast for the VO
manager to invoke as a call for bids, accept and reject for the VO manager
to respectively accept or reject the provider’s bid.

Figures 3 and 4 respectively give an overview of the port-type of the sealed
bid auction service for the VO manager and a service provider. In addition the
VO manager exposes the do auction to initialize the VO manager’s sealed bid
auction service.

3.2 Service Level Agreement (SLA)

The nature of agreements is dependent on the type of resource being pro-
vided. An SLA is a list of agreement terms and we define a structure called
Service Level Agreement in WSDL to describe the resources being negoti-
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Figure 2. Sealed Bid Auction between VO Manager and Service Providers

<!-- SEALED BID AUCTION PORT-TYPE FOR THE VO MANAGER -->

<wsdl:portType name="Sealed_Bid_Manager">

<wsdl:operation name="do_auction"

parameterOrder="Context_Job provider_list">

</wsdl:operation>

<wsdl:operation name="private_bid" parameterOrder="Bid">

<wsdl:input message="impl:BidIn" name="BidIn"/>

<wsdl:output message="impl:BidOut" name="BidOut"/>

</wsdl:operation>

</wsdl:portType>

Figure 3. Sealed Bid Auction PortType for the VO manager

ated upon. The parameters of a broadcast, private bid, accept and reject method
invocations are passed as Service Level Agreement types.

A Service Level Agreement is essentially a list of issues characterizing
the resource or task in terms of an SLA. The SLA structure is simpler that a
WS-Agreement structure [1]. Each term in an SLA includes a name, a value
and a flag indicating whether it is a qualitative or a quantitative term. For exam-
ple, a service description term may include (Provider SHA, Auction 227,
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<!-- SEALED BID AUCTION PORT-TYPE FOR A SERVICE PROVIDER -->

<wsdl:portType name="Sealed_Bid_Provider">

<wsdl:operation name="broadcast" parameterOrder="call_for_bids">

<wsdl:input message="impl:call_for_bidsIn" name="call_for_bidsIn"/>

<wsdl:output message="impl:call_for_bidsOut" name="call_for_bidsOut"/>

</wsdl:operation>

<wsdl:operation name="accept" parameterOrder="SLA">

<wsdl:input message="impl:SLAIn" name="SLAIn"/>

<wsdl:output message="impl:SLAOut" name="SLAOut"/>

</wsdl:operation>

<wsdl:operation name="reject" parameterOrder="Rejection">

<wsdl:input message="impl:RejectionIn" name="RejectionIn"/>

<wsdl:output message="impl:RejectionOut" name="RejectionOut"/>

</wsdl:operation>

</wsdl:portType>

Figure 4. Sealed Bid Auction PortType for a service provider

{(price,50, IsQuantitative),

(StorageCapacity, 1GB, IsQuantitative),

(location, London, NonQuantitative)} ). In such a bid, the SLA terms
are price, StorageCapacity and location, and the associated values indicate that
particular bid.

4. Decision Making Strategies

In this section, we describe our decision making algorithms for the evaluation
and the generation of the SLA and SLA templates. The VO manager generates
an SLA template for the broadcast invocation and evaluates the SLA offers
sent by service providers in their private bids to choose which bid to accept. A
service provider evaluates the broadcast from the VO manager and generates an
SLA to send as a private bid. An accepted bid by the VO manager is considered
as an SLA between the VO manager and that bidding service provider. In all
of these cases, the functions are calculated according to the requirements and
preferences of the VO manager and the service provider as applicable. Thus, in
making a bid, a service provider considers its available resources and how long
it should reserve these resources for the VO.

4.1 A Provider’s SLA Evaluation and Generation

A service provider has three decision making strategies – 1) cost and profit
strategy, 2) truth-telling strategy and 3) decrement strategy. In the truth-telling
strategy, a service provider reveals its requirements and preferences. The VO
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manager may also have a truth-telling strategy when sending a broadcast SLA
with its preferred value for each agreement terms. A service provider’s bid
is grounded with the provider’s own preferred value for each issue. If the
broadcast SLA lies outside the reserve values (maximum and minimum values
for an issue or term) for the service provider, then the latter’s bid is instantiated
with its reserve values.

In the cost and profit strategy, on receiving a broadcast, a service provider
evaluates whether it is worthwhile to submit a bid according to the profits it may
achieve. The cost and profit strategy is dependent on the resources available
for that service provider in the system for each service i. Assume at time t, a
provider p has resources αt

i already reserved, and that it has a total resources
capability of rtotal. The auction starts with the broadcast SLA α(VO R) from
the VO manager. Let κti(α) denote the resources that service provider p has
to commit to the new VO at time t and VO R denote the resource specification.
The added cost of providing resources κti(α) at time t for provider p is denoted
by ACi(α(VO R) | αt

i):

ACi(α(VO R) | αt
i) = rtotal(α(VO R) ∪ αt

i)− rtotal(α
t
i)

The added effort for provider p of making a bid and providing resources is
the difference between 1) its current resource allocation added to provisioning a
new VO according to the broadcast SLA and 2) the cost of only its current re-
source allocation. If ACi(α(VO R) | αt

i) < threshold profit(VO R), then the
provider can make a bid; otherwise, it will not bid. threshold profit(VO R) is
the provider’s perceived reward for provisioning the new VO. A service provider
looking for a reward will bid if equation 1 is satisfied, where current profit is
the profit it currently achieves from its current resource allocation.

ACi(α(VO R)) < (threshold profit(VO R) + current profit) (1)

In the Decrement strategy, the service provider and the VO manager have an
evaluation and generation margin. The service provider evaluates a broadcast
SLA and generates a bid against these pre-defined margins above or below the
reserve values, depending if it prefers a low or high value for that resource. This
is to give the stakeholders a chance to converge, independent of the time left, to
an agreement instead of rejecting the broadcast SLA rightaway.

4.2 A VO Manager’s Evaluation of a Bid

The VO manager chooses the bids that it will accept by considering both
the requirements of the VO and computing those bids with the highest utility
that falls within the VO manager’s requirements. For example, there are only
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four new memberships available for that VO. Thus if there are 10 bids, then
the VO manager chooses the four best bids out of these ten bids, which may
depend on the other agreement terms in addition to the extra storage offered.
The evaluation function for choosing the best bids depends on the utility for the
manager of each term in the received bids along with their offered values. More
specifically, equation 2 defines the overall utility of a bid for the VO manager
m as Um

bid – this is the normalized weighted summation of the utility of the
individual agreement terms V i

j for that bid.

Um
bid =

∑

1≤j≤n

ωi
jV

i
j (bid[j]) (2)

5. Evaluation of the Auction for VO Formation

We deployed the sealed bid service over Globus Toolkit and evaluated the
sealed bid service for VO formation. The terms of the SLA regarding the
resources offered by a service provider include the identifier of the provider,
the auction identifier, the size of the submitted job, the processing rate and the
response time. We measure the utility gained by a provider to form part of a
VO through the sealed bid auction against time taken to reach the agreement.

From the VO’s perspective we measure the time taken to recruit five members
in the VO with respect to the utility of the agreed SLA. We vary the strategies to
compare between them. We compare the performance of the sealed bid service
with the case of no negotiations. No negotiations mean that the VO manager
broadcasts the SLA and the service provider either replies that it accepts to
provision the broadcast or not. Thus no negotiation implies no bids from the
service providers.
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Figure 5 shows the average utility obtained by the providers for the exchanged
SLAs against time. The service provider obtains the least utility when there is
no negotiation because it has to accept the VO manager’s broadcast SLA if the
provider wants to be part of the VO. The truth telling strategy performs better
for the service provider at first because it obtains a better SLA from the VO
manager than when the latter is using a Decrement strategy. However a better
final SLA is obtained using the decrement strategy because the bid made by the
service provider is better than when using the truth telling strategy. Finally the
cost endowment strategy performs the best for the service provider because it
takes into account the available resources of the provider.

Figure 6 shows the time to agree on an SLA and form a VO from the service
provider’s perspective. The time for VO formation is plotted with respect
to the number of members joining in the VO. In this case, not having any
negotiation saves the most time and if any agreement is possible from the
broadcast message, then the SLA is reached straightaway. However without
negotiation, less providers agree to join the VO, and more providers reject the
manager’s broadcast. Moreover, the more complex the decision strategy, the
more time is taken to agree on an SLA and form a VO. However, the truth
telling strategy being the least complex strategy with negotiation takes less time,
but only a few providers agree to join the VO. Thus, using the cost and profit
strategy, all the service providers manage to reach an agreement and form an
SLA, leading to a VO with the most members with this strategy.

Figure 7 shows the average utility obtained by the VO manager for the
exchanged SLAs against time. Since the "no negotiation" case is designed in
favor of the VO manager where a service provider can only accept or reject
the VO manager’s broadcast SLA, the VO manager achieves high utility in
the early stages when there is no negotiation. However, the manager would
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achieve a low utility if it had to accept a service provider’s broadcast message if
the protocol was reversed. As time elapses, the decrement and cost and profit
strategies performs better than no negotiation because there are more service
providers joining in the VO when there is a sealed bid auction. Furthermore,
the VO manager can compare and choose the best providers as opposed when
not negotiating. In the end, the truth-telling strategy achieves the same utility as
when no negotiation. Thus the VO manager is not worse off by carrying out a
sealed bid auction, and in the long run achieves more utility with negotiation.

6. Conclusions

On demand resilient VO formation and operation in a dynamic, open and
competitive environment is a key challenge of Grid systems. Many areas have
started working on Grid computing business applications, for example, financial
services for running complex financial models and online games with highly
parallel multi-player online games. In this paper, we propose a negotiation
protocol, namely a sealed bid auction protocol for the dynamic formation of
virtual organizations between a VO manager and prospective service providers.
We implemented three decision strategies and evaluation of our auctioning
protocol shows the benefit of negotiation over not having any negotiation.
Through negotiation, the utility of the obtained SLAs is higher and the number
of service providers accepting to join the VO increases. Furthermore, the VO
manager can choose the most suitable providers by comparing bids. Future
work involves investigating the operation and dynamic re-formation of VOs, and
the heterogeneous negotiation between both service providers and consumers
to join a VO.
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1. Introduction

Visions of 21st century’s information systems show highly specialized digital
services and resources, which interact continuously and with a global reach.
Today’s Internet of mainly human interaction evolves towards a socio-technical
and global information infrastructure, where humans as well as software agents
acting on their behalf continuously interact to exchange data and computational
resources. Such infrastructures will possibly consist of millions of service
providers (SP), consumers (SC) and a multitude of possible intermediaries
like brokers, workflow orchestrators and others, thus forming an economic
environment. Electronic services and resources traded on a global scope will
eventually realize the vision of an open and global service economy, sometimes
also called the Internet of Services (IoS) [15].

For a broad adoption of this vision in a commercial context it is important to
have a mechanism in place to guarantee quality of service (QoS) for each service
invocation, even across enterprise boundaries. This becomes crucial when parts
of mission critical workflows will be executed on external services. A very
simple use case would be an engineering company purchasing basic storage
and computation services from the Amazon Web Services (AWS) 1 as well
as specific fluid simulation services from a specialized application SP. Since
such scenarios inherently lack the applicability of centralized QoS management,
guarantees must be obtained in the form of bi- or even multi-lateral service
level agreements (SLAs) assuring service quality across individual sites [12].
SCs can thus benefit from SLAs because they make nonfunctional properties of
services predictable and subsequently the corresponding services dependable
as needed in a business context. In order to support a comprehensive SLA-
based management for such settings, the main phases of the SLA life cycle
should be directly supported by the underlying infrastructure: service discovery,
negotiation, SLA creation, service binding, execution and post processing (such
as rating the service or payment). Following the rationale of economic theory
we propose an infrastructure for supporting the discovery and flexible, thus
protocol-generic, negotiation of SLAs as a first step towards distributed systems
incorporating the above mentioned ideas.

In doing so we will first derive a detailed scenario model for the envisioned
architectures of next generation computing systems in section 2. Building on
this model we define the research goal underlying this work and conduct a
comprehensive requirements analysis for the infrastructure to be designed (3).
In section 4 we give an overview on related research projects and show how
current efforts still fail to fulfill at least some of the identified requirements.
Subsequently we present the design of our own infrastructure aiming at closing

1http://aws.amazon.com
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this gap between conceptual requirements and currently available technology in
section 5. We will conclude this paper with a short conclusion and overview on
future work.

2. Vision for Next Generation Distributed Computing:
Service Economies

In order to derive a model for future service systems it is crucial to understand
the paradigms that are currently employed in distributed information systems
and identify similarities and differences. Based on these developments a trend
of ideas and paradigms can be extracted leading to a well-founded scenario
definition for our work.

The technical paradigm underlying most of the developments in distributed
information systems in the recent years is the service orientation (SO). The main
idea of SO is that every function offered by humans, organizational entities or
computer systems, is viewed as an abstract service, which in turn can again be
combined with other services to create more complex composite services and so
forth. According to the general agreement in the literature a service as applied
in SO systems thus represents an individually addressable software component
that [7]

provides some functionality to a service requester,

can be accessed over an electronic network, such as the Internet,

hides technical implementation details from the SC, as it only advertises
its interface

and is loosely coupled to the other services and SCs. (This means that
their interactions are not hardcoded in each individual service, but every
SC discovers and binds a given other service it interacts with at runtime.
This is already exploited in electronic service markets today, where
formerly unknown SP and SC components even automatically negotiate
over a prospective service invocation; see for example CATNETS2 or
SORMA3).

Additionally another paradigm for distributed coordination of electronic
resources, crossing organizational boundaries emerged: Grid Computing (GC).
GC is mainly concerned with “coordinated resource sharing and problem solv-
ing in dynamic, multi-institutional virtual organizations” [8]thus first and fore-
most representing systems that “coordinate [...] resources that are not subject

2http://www.catnets.uni-bayreuth.de
3http://www.sorma-project.org
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to centralized control” [6], ranging from computational and storage resources
to code repositories [8]. In doing so GC systems attempt “to deliver nontrivial
qualities of service”, following the vision of the “utility of the combined system
[being] significantly greater than that of the sum of its parts” [6].

Building on GC and SO technologies and virtualization techniques, the most
recent trend in distributed computing was realized: Cloud Computing (CC).
Buyya defines CC as: “[...] a type of parallel and distributed system consisting
of a collection of interconnected and virtualized computers [...] presented as
one or more unified computing resources based on service level agreements
established through negotiation between the service provider and consumers”
[4]. Following this rationale Liu and Orban also stress the fact that these services
are remotely consumed on demand [10].

All of these developments in today’s distributed systems point to the same
vision of the future Internet based on highly dynamic networks of composable
services, offered and consumed on demand and on a global scope.

On a technical side it can be observed that all current paradigms build on very
similar interaction technologies. The majority of services employ Web Service
standards and the Internet as a communication platform. On the other hand these
infrastructures differ slightly in the way the individual services are managed
and used on a higher abstraction level. This is especially noticeable when
looking for example at the applied invocation paradigms. However, not building
on different technologies but only using them differently should not prevent
a development of consolidation and integration of paradigms as a next step
towards more powerful and efficient global systems. This is what many experts
in research and industry envision as the next step in distributed computing and
business, an economy of electronic services.

This vision takes the main idea of SO, the design of distributed systems in
terms of interoperable and composable services, one step further. It rigorously
focuses on the goal of an Internet-based service economy similar to the real-
world service sector. Digital services will be offered over digital service markets,
purchased by respective customers and then combined with internal or other
external services to business workflows of varying complexity. Such a service
economy will explicitly focus on the orchestration of a number of services from
outside and inside a company to achieve higher utilities than the individual
services would, just as GC. As proposed with the CC paradigm services will be
invoked on demand and therefore have to be deployed on virtualized platforms
to satisfy the QoS restrictions posed by the customers. In addition to the
combination of these concepts the envisioned settings will focus much more on
new business models and the commercial application of the SO ideas. These
will concern trading processes down to the level of an individual service, and
the subsequent charging based solely on its usage and delivered QoS. In such
a system even very small and specialized companies can find a niche in the
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digital economy where they can compete with the ubiquitous international
companies, which in turn have to face a much higher competition on a global
market, ultimately leading to increasing service quality [5].

Summarizing the service economy scenario model results in the following
set of characteristics [15]:

The IoS focuses on a (potentially huge) set of electronic services of
varying complexity.

These services will be employed in potentially mission-critical business
processes and thus have to fulfill a (pre-negotiated) set of QoS guarantees
as stated in a SLA.

New business models will cope with the possibility of trading even
individual services and charging them based on their actual usage.

It will consist of a global set of SPs, SCs negotiating over digital services
employing some mediating nodes such as service brokers and market
makers.

Arguably, other scenarios for the future Internet are also possible, for example
ones in which only very basic services, and thus SLAs, are traded, just as with
current CC platforms. However, a scenario more or less similar to our model
seems the most probable, given the current and past developments.

3. Research Goal and Requirements

Two of the main challenges for future SEs from a commercial perspective
are reliability of the services traded and the technical infrastructure underlying
the service economy. In such settings the need for guaranteed reliability and
service quality becomes more prominent, as no longer the question of who
provides the service matters but only whether he is able to achieve the requested
result. Negotiated service quality guarantees are to be stated in potentially very
fine-grained SLAs between SC and SP, acting as a signed contract governing the
subsequent service invocation [4]. Based on such a SLA the actual execution of
the service can be monitored in order to assess the compliance to the contract,
eventually triggering some corrective measures in case of a SLA violation.

Additionally, differences in system configuration, or the services actually
traded, demand different negotiation protocols in order to reach the highest-
possible efficiency of the overall system. Each of the individual domains
depicted above potentially favors a different negotiation protocol (e.g. Grids
that favor Reverse Auctions for job submitters to buy standardized Grid Services
from multiple providers, whereas SO systems, due to the potentially very
complex services, will probably favor bargaining protocols). Based on these
findings and the global context of the envisioned scenario it is not likely or even
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efficient, that only one central marketplace for electronic services will emerge,
offering a single, known protocol. Instead a system of marketplaces offering
different protocols probably will emerge, each of which will best be suited for a
given set of negotiated services in a specific context.

Fortifying this, we argue that restricting SCs or SPs in that they are only
able to interact with one distinct service market, e.g. the domain they were
implemented for (GC or CC), and are therefore only technically compatible
with the applied negotiation protocol for this domain, unnecessarily decreases
the potential flexibility and efficiency of the whole system. SC should be able to
buy, and therefore negotiate about, any fitting service, regardless of the market
it is offered in and thus regardless of the protocol with which they are offered.
Additionally, given the dynamic nature of distributed workflow executions and
the increased complexity of global service selection manual negotiations of the
human users are by far not efficient enough. This process should be automated
by electronic software agents that negotiate on the users’ behalf.

Research Goal. The research goal of this work is thus to develop a generic,
service-based architecture as well as a set of protocols and data structures acting
as a basic infrastructure for software agents to discover and negotiate about
electronic services independent of the actual negotiation protocols applied.

Requirements Analysis. We will now derive a set of conceptual require-
ments for a service management overlay that aims at supporting the flexible
discovery and negotiation of services for SLA-based service economies.

Requirements for the discovery phase:

After the discovery phase all parties must have a common understanding
of the protocol to be executed in the negotiation phase [11].

This common understanding must be generated dynamically at runtime
[3].

Requirements for the negotiation phase - Negotiation Object:

Services (and thus SLAs) of different complexity must be negotiable
[13].

Possible offers should be restrictable, incl. non-negotiable SLA terms
[17]. This allows for the distinction of service properties that are under
negotiation and those that aren’t.

Negotiation phase - Protocol / Setting:

Different marketplaces and protocols (fixed-price catalogues, bargaining,
auctions etc.) even within one market are needed for different services to
be traded [13].
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Service requesters and consumers must be able to start the negotiation
[17]. This way not only a request for a service can be communicated but
also a service offering can be actively proposed to potential SCs.

Negotiation phase - Strategy / Participants:

Software agents should act as negotiators [11].

Negotiators must be able to act on different markets, even simultaneously
[3].

Intermediaries, such as auctioneers or brokers, should be present.

Before presenting the architectural design of our work we will now give an
overview on related research efforts in that area.

4. Related Work

The commercial vision of a service economy heavily builds on negotiation
theory and different negotiation protocols developed therein. Such negotiation
protocols crucially define a negotiation’s outcome by “determin[ing] the way
offers and messages [...] are exchanged” [2, p. 317]. As a next step these
findings are ported to the digital world, forming the new research discipline of
Electronic Negotiations [2]. On the one hand respective researchers came up
with formal descriptions and characterizations of given negotiation protocols,
on the other hand increasing computing power allowed for the definition of new
negotiation protocols, which would not work efficiently with human negotiators,
such as multi-attribute auctions.

Additionally scientists constantly improved software agent technologies,
finally allowing for the implementation of very complex bidding strategies in a
fully automated fashion [14]. International research projects such as SORMA
bring the vision of agent-based service markets to life in Grid environments.
ZIMORY4 can be seen as an industrial implementation of a service market,
though not based on software agents.

QoS guarantees (as well as SLAs as their contractual representation) have
risen after traditional distributed systems came to maturity and reliability came
into focus. Significant work was done in the area of SLA languages or ar-
chitectures of SLA based systems by researchers such as Ludwig and Keller
[12]or Yarmolenko and Sakellariou [16]. An ever growing amount of research
projects, such as CoreGRID5 already employ SLAs for resource management
and thus have done the first step towards our infrastructure vision. However,
they still lack a integration of multiple negotiation protocols and service markets

4http://www.zimory.com
5http://www.coregrid.net
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at runtime. Nevertheless the ongoing Web Services Agreement [1]standardiza-
tion effort at the Open Grid Forum6 shows the growing interest for SLA-based
infrastructures from both research and industry.

Surprisingly, there is little research done in combining the economic consid-
erations concerning negotiations on the one hand and QoS/SLA developments
on the other hand. As the GC projects pioneered in combining digital resources
on a large scale, mostly Grid projects stand out in terms of developed SLA ne-
gotiation mechanisms. However even those projects mainly focus on static and
centralized architectures within which only one particular, and fixed, negotiation
protocol is implemented, e.g. OntoGrid [14]using the (Iterated) ContractNet or
NextGRID7 the Discrete Offers Protocol). Hence those systems allow for the
definition of individual service markets. However such systems such systems
still lack the possibility for SCs and even SPs to migrate at runtime from one
market to another (in analogy to a real-world economy).

Although a common understanding states the need for flexible negotiations,
only a few research efforts incorporate the mere possibility of different protocols
in SLA negotiations. [11] and [3]being two of the most prominent examples.
However, those frameworks still lack important flexibility by restricting the ne-
gotiation protocols to a small and fixed set and by building on static, centralized
architectures without appropriate discovery mechanisms.

5. Design Proposal for a protocol-generic SLA Discovery
and Negotiation Infrastructure

The traditional service usage cycle is no longer suitable in the envisioned
settings. It has to be extended by the means to integrate SLA negotiations in a
flexible way. Figure 1 presents such an extended service usage cycle suitable
for the envisioned SEs.

When discovering a required service, the agents thus have to perform an
additional step within the discovery phase compared to the traditional cycle:
they have to discover the negotiation protocol description document(s) associ-
ated with this given service, too. This way, the basis for the decision among
competing services is broadened by the knowledge in which way a SP offers an
acceptable SLA negotiation style.

Subsequently the agents negotiate about the service, according to the protocol
as described in the description document, and create the SLA. From here on the
process adheres to the traditional service usage cycle and executes the binding,
execution and release steps. However, in a commercial setting additional

6http://www.ogf.org
7http://www.nextgrid.org/
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Discovery

Negotiation

SLA Creation

BindingExecution

Monitoring

Releasing/
Postprocessing

Service Protocol
Description

Renegotiation

Figure 1. Service Usage Cycle in an electronic Service Economy

monitoring may become crucial as well as optional post-processing steps, such
as the rating of a given transaction partner.

The abstract design idea of our infrastructure, building on the above men-
tioned requirements, is to define a digital negotiation protocol description in
such a way, that software agents can both parse and subsequently interpret it in
a fully automated fashion.

Service Type 
Definition

SLA-Template(s) Negotiation Protocol 
Description(s)

Figure 2. Triangular Relationship between Service Description Documents
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A triangular relationship as seen in figure 2 between the involved, service-
related documents will be created: service type definition (e.g. its interface),
SLA (template) and the respective protocol description(s). Service interfaces
represent the core concept within the SO vision, as they define the service’s ca-
pabilities independent of its actual implementation. SLA templates are basically
not completely filled in and agreed upon SLAs, which are to be finalized during
the actual negotiation process. This way the SP can a priori specify ranges
of possible guarantees and thus limit the actual negotiation space. Finally the
protocol description defines how an SLA (probably based on a given template)
for a given service can be negotiated.

Building on these description documents, a layered reference architecture
for a service economy as we envision it can be derived. On the lowest layer
the actual services (SP) are located along with their consumers (SC). Each of
those is directly associated with a service management agent on the Service
Management Layer, in analogy to [1]. These agents are responsible for the
efficient management of the underlying services in terms of selling or purchasing
other services from the service layer.

As opposed to traditional views on service systems our approach further
subclassifies the Service Management Layer into a Market Layer and an Econ-
omy Layer. The former comprises all management agents acting as market
participants and negotiating over service invocations (thus over SLAs) as well
as a set of optionally used market intermediaries such as brokers or market
makers. Many of today’s research projects aim at this layer and, what is even
more important, implement SC and SP components for only this layer, moreover
for one particular market present in this layer (characterized among others by
a distinct negotiation protocol). In our view another layer must be introduced
enabling SPs and most importantly SCs to migrate between individual service
markets and adapt to the new context. In supporting this task a distributed
infrastructure of service document registries is needed similar to those currently
present in individual service markets.

From a data perspective the individual SPs and SCs have a set of private
data concerning reservation values for the SLA negotiations, utility functions or
offered starting prices. On the other hand the service description documents,
such as SLA templates and protocol descriptions, are openly published at the
registry infrastructure for subsequent discovery by potential transaction partners.
Figure 4 gives an overview of this architecture.

6. Conclusion and Future Work

In this paper we argued for a development in distributed computing from
service markets, as present today, towards service economies as a paradigm
for future distributed computing environments. In doing so we derived a de-
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partner / market (i. e. broker)

agree

Figure 3. Abstract Architecture of the future Service Economy

tailed scenario model for this vision and deducted a set of requirements for
infrastructures supporting it. Building on these requirements we presented a
novel architecture design based on a set of structured description documents
and employing software agent technology.

Current and future work comprises the definition of a protocol description
language ([9]) as well as the implementation of a proof-of-concept prototype
for our approach. Once this system is finished, we will conduct extensive
evaluation runs to investigate how such a system of many different services and
protocols performs compared to single-protocol markets regarding efficiency
and robustness.
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1. Introduction

Todays market needs get more and more complex every day. As opposed to
the past where Service Providers could establish their business in a known and
limited domain, today a flexible adaptation of their service portfolio is needed.
Especially to ensure competitiveness with other players.
Whilst this adaptation is a ’non-blocker’ for huge market players (once they
decide to adapt a service and its capabilities, they can invest in this), this has
a huge impact on Small and Medium Enterprises (SMEs). As they are often
bound to their specialized services, enhancements/adaptations would imply
high investments, which is simply not affordable for them.
With regard to this, the concept of outsourcing is still seen as an key enabler for
increasing the competitiveness of SME. Especially in the electronic business
(eBusiness) market, this implies to ensure that outsourcing and collaborations
are supported in a proper way, to guarantee the correct execution of services
with respect to guaranteed (and agreed upon) obligations. All this, by not putting
more burden on the respective end users but rather simplifying the access to and
use of eBusiness platforms in an intelligent way.
The BREIN 1 project was created to exactly address this support by enhanc-
ing the classical Grid solutions by integrating Multiagent and Semantic Web
concepts to a dynamic, standard based environment for eBusiness. Thereby
the main emphasize was to move away from the Grid approach of handling
individual resources, up to a framework, allowing to provide and sell services
which represent a combination of different resource types.

2. Addressing SLAs

Within BREIN, Service Level Agreements are an important piece of the
overall BREIN architecture in terms of concepts and component design. SLA
Management in this particular case was foreseen to provide the necessary
business bits which go beyond the limitations of classical (academic) grid
approaches.

Thereby the handling of the SLA lifecycle is addressed by a split in two parts
- SLA Management and SLA Representation (cf. Figure 1). Generally speaking,
on a conceptual level there should be no dependencies of an SLA Management
Framework on a SLA Schema and vice versa. Of course, on the implementation
level this statement will become at least partially obsolete.

Figure 2 shows the SLA Lifecycle as addressed by BREIN. For reasons of
simplicity, the phase of discovery and negotiation are combined in one phase -

1BREIN - Business Objective Driven Reliable and Intelligent Grids for Real Business
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BREIN SLA Lifecycle

SLA Representation (The Schema)

SLA Management (The Components)

Figure 1. The BREIN SLA concept

creation. The single phases are as follows:

Development of Service and SLA Templates

Creation: Discovery and Negotiation of an SLA

Service Provisioning and deployment

Execution of the Service

Assessment and corrective actions during execution (parallel phase to
execution of the service)

Termination and Decommission of the Service

3. The SLA Schema

3.1 General Issues

In the recent years a set of approaches towards the definition of SLA Schemas
have been elaborated, but all of them are still rather in a semi-mature state than
product-ready. The two most popular approaches, which also show the highest
degree of maturity, are WS-Agreement [2]and WSLA [1]. WSLA, published
by IBM, aimed to provide a specification for the definition and monitoring of
Service Level Agreements within a Web Service environment. It was published
in 2003 but there were no more updates following.
WS-Agreement, which is a specification developed within the Grid Resource
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Figure 2. The different phases of the SLA lifecycle

Allocation Agreement Protocol Working Group of OGF2 (GRAAP-WG), pro-
vides a protocol for establishing agreement on the usage of services between
a service provider and a consumer. Version 1.0 of this specification was pub-
lished in 2007. It defines a language and protocol to represent: the services
of providers, create agreements based on offers and aims for monitoring the
agreement compliance at runtime.
BREIN follows the approach of merging WS-Agreement and WSLA (cf. Figure
3 which was already investigated in the TrustCoM [3]project. WS-Agreement
is taken to set the frame and basic structure of the SLA, whilst WSLA is taken
to describe the respective SLA parameters, metrics and how they are measured.

3.2 Semantic Annotations

As mentioned in the introduction, BREIN decided to integrate Multiagent and
Semantic Web concepts where applicable to enhance the support of eBusiness
end users in setting up and maintaining their business relationships. In previous
activities with regard to SLA and their management, it became obvious, that
existing solutions work fine, once the involved entities base their messages on a
common language with common terminology.
However, if they use different terminologies, especially the discovery of ser-
vices and the negotiation of an agreement will become nearly impossible. Also
different Service Providers offering the same kind of service could loose compet-
itiveness due to use of different terms, describing the same service capabilities.

2The Open Grid Forum, Website: http://www.ogf.org
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Agreement Template Structure WSLA Structure
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Context
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Service Description Terms
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Service Definition

SLA Parameters
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Service Level Objective

Action Guarantee

Validity

Expression

Validity

Expression

Figure 3. The BREIN SLA Template integrating parts of WS-Agreement and WSLA

Therefore it becomes obvious, that a grid for business such as BREIN needed
to enhance the interpretation capabilities of SLA Management components to
allow for automated processing of service requests, service offers and service
(level) agreements.
Intentionally, BREIN has chosen to build its respective developments on top
of an existing specification, namely WS-Agreement as the definition of a com-
pletely new specification or an adaptation of an existing would have increased
the danger of getting more interoperability problems. With this, backward
compatibility is ensured which is an important indicator for future uptake. If an
annotation is found, additional reasoning is feasible, if not the SLA document
is proceeded as planned.
The whole specification is called ’Semantic Annotated Service Level Agree-
ments’ - SA-SLA [4], [5]. An example is given in the listing below. The
annotation hereby carries a reference to a concept in a semantic model (in this
case the BREIN Business Ontology) that provides a high level description of a
Quality of Service metric which can be interpreted by the Negotiation Broker
in a meaningful way.

<SLAParameter name="Total Cost" type="double" unit="Euro"

satsla:modelReference="http://eu-brein.com/ontology/Upper/

QoS#Cost">
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<Metric>Total Cost Metric</Metric>

</SLAParameter>

4. The BREIN Architecture

To set the scene, Figure 4 presents an overview of the overall BREIN archi-
tectural building blocks. Within the project, each of this blocks was refined
and contained at the end a set of components, enabling the respective block
functionalities. Looking at this Figure, it is obvious, that SLA Management
is a central block, with connection to all other components. The BREIN SLA

Management group

Infrastructure capabilities

GOAL

Figure 4. The overall BREIN Architecture

Architecture, as detailed presented in the official public BREIN architecture
deliverable [6]covers all different phases of the SLA Lifecycle. As a detailed
description of the design and the functionalities of the SLA Framework would
exceed the limit of this paper, this section will only present as example the archi-
tectural set up as needed for discovery and negotiation, respectively the creation
phase. Thereby the main focus will lie on the enhancements of functionalities
by integrating Multiagent and Semantic concepts.

4.1 Creation

Creation of Service Level Agreements in BREIN targets to allow for en-
hanced discovery of services (and their provider) on basis of SLA capabilities.
To allow simple access, the goal was to enable Customers to define their re-
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quirements in ’their preferred’ language whilst the system is able to understand
these terms and to perform discovery accordingly. This shall prevent to put the
burden of learning the used SLA language on the end users of the system.
Furthermore, BREIN provides the capability of dynamic negotiation of QoS
terms on architectural level. This allows for applying different types of negotia-
tion protocols - from discrete offer negotiation (single phase) to multi-round
(multiphase) negotiation. In the respective domains of Service Consumer and
Service Provider, the decision is taken (or at least supported, depending on
the preference of the user) if a service may be offered and under which cir-
cumstances (parameters, payment, etc). This allows for optimized negotiation,
taking into account business goals and business policies and also enabling
actions like intentional violation of Service Level Agreements in case of over-
lapping priorities.
The respective architecture is shown in Figure 5. I Without integration of se-

Figure 5. The Creation Architecture

mantic aware components, these enhancement would not be possible. They are
the key enabler for a ’common basis’ of term exchanges. Namely they are, as
seen in Figure 5: hancements are:
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SLA Translator - a semantic component which is an ontology repository
for local domain ontologies. Every domain has an own SLA Translator
instance.

SLA Mediator - a semantic component which is able to match SA-SLA
requests and offers by converting SLA documents to the local model.
It either gets the needed ontology from the SLA Translator or, in case
the ontology is not available, it queries a third party ontology repository.
Every domain has an own SLA Mediator instance.

Ontology Repository - a semantic component, which is similar to the SLA
Translator an ontology repository. Here Customer and Service Provider
can register/store their ontologies to allow retrieval for others, in case
they want to interact with them.

In terms of flexibility in negotiation, BREIN provides the optional usage of
Multiagents to act on behalf of Customer/Service Provider. By this, the list
of potentially used negotiation protocols is extended, amongst others, to an
adaption of the Contract Net Protocol [7]- the Combinatorial Contact Net
Protocol as presented in [8]. In practice, the BREIN framework allows the
move of negotiation functionality from the SLA Negotiator to Multiagents,
whilst making it not mandatory. This is another example for the non-intrusive
nature of the BREIN developments, which always leave the choice of additional
enhanced capabilities up to its end users.

5. Conclusion

In general the integration of Multiagent and Semantic concepts into the Grid
has shown a lot of advantages. Where ’classical’ Grid developments acted rather
inflexible before, the variety of choices of different languages and protocols has
increased with the enhanced BREIN concepts. At the end of the project, most
of these concepts were validated by respective demonstrations of the realized
components aligned with two completely distinct use cases, one coming from
the HPC domain and one providing a logistics scenario at an Airport.
Especially the SA-SLA specification has the potential to influence current
standardization activities, and is intended to be brought in the respective bodies.
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1. Introduction

A Service Level Agreement (SLA) is an agreement between clients and
providers in the context of a particular service provision. SLAs may be between
two parties, for instance, a single client and a single provider, or between
multiple parties, for example, a single client and multiple providers. SLAs
specify Quality of Service (QoS) properties that must be maintained by a
provider during service provision – generally defined as a set of Service Level
Objectives (SLOs). Often an SLA is only relevant when a client directly invokes
a service (rather than through an intermediary – such as a broker). Such direct
interaction also implies that the SLOs need to be measurable, and must be
monitored during the provision of the service.

Significant work exists on how SLOs may be specified and monitored, such
as [7]. Furthermore, some work has focused on actually identifying how SLOs
may be impacted by the choice of specific penalty clauses [3, 12, 13]. A trusted
mediator may be necessary to resolve conflicts between involved parties. The
outcome of conflict resolution depends on the situation: penalties, impact on
potential future agreements between the parties and the mandatory re-running of
the agreed service, are examples. While it may seem reasonable to penalize SLA
non-compliance, there are a number of concerns when issuing such penalties.
For example, determining whether the service provider is the only party that
should be penalized, or determining the type of penalty that is applied to each
party.

Automating conflict resolution processes can provide substantial benefits.
In general, there are two main approaches for contractual penalties in SLAs:
reputation based mechanisms [1, 5] and monetary fines. It is useful to note
that often obligations within an SLA are primarily centered on the provider
towards the client. An SLA is therefore an agreement between the provider to
offer particular QoS to a client for some monetary return. This paper does not
consider scenarios where there is also an obligation on the client towards the
provider. An example of such a scenario could be where a provider requires
the client to make input data available by a certain time frame to ensure that a
particular execution time target is met. If the client is unable to meet the deadline
for making such data available, the penalty incurred by the provider would no
longer apply. However, similar techniques to those outlined in this paper will
apply. Moreover, this paper assumes the Grid’s client/provider division of tasks,
but could also be extended to apply to agreements between two independent
entities.

An aspect of penalizing violations of existing agreements that has not re-
ceived much attention is how agreements could, or should, be renegotiated
during the enactment of the service. A graduated response to violations, as
proposed by [12], functions as a post facto reaction to the violation that al-
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lows some level of violations with a lesser penalty. Alternatively, providing
a renegotiation mechanism has specific advantages: for example, graduated
responses can lead to implicit incentives for bad behavior, up to the threshold.
For example, if the provider had the option to provision a second consumer
knowing that the graduated penalty would be less that the reward for a second
service provisioning. In contrast, a renegotiation mechanism allows a more
reactive system, where if conditions have altered, producers and consumers can
alter the agreement to match those conditions.

In this paper, a number of recent proposals (from [3, 8, 12, 13]) in the area of
service violations and penalties negotiation, as well as suggesting approaches
that could be used to support renegotiation of SLAs during enactment. The
remainder of this paper is organized as follows: Section 2 discusses WS-
Agreement and how it can be used to formulate agreements between clients
and providers. Monitoring these agreements is discussed in Section 3, where
different methodologies are examined. Violations of SLAs is examined in
Section 4 and a number of proposals for the future of SLA negotiation and
penalties are offered. Finally, Section 5 concludes the paper.

2. Background

WS-Agreement [2] provides a specification for defining SLAs, and is under-
going standardization by the Open Grid Forum (OGF). WS-Agreement is an
XML document standard, that is, interactions between clients and providers are
performed using an XML standardized format. There are two types of XML
documents in WS-Agreement: templates and agreements. One basic element is
that agreements need to be confirmed by both parties. Including penalties in a
WS-Agreement, for example, cannot be one-sided. The WS-Agreements needs
to be confirmed by the client. The existing WS-agreement specification, how-
ever, will need to be extended to include this step. Mobach et. al. [9] proposed
such an extension in the context of the WS-Agreement specification.

Figure 1 shows the extended interactions between a service provider (SP)
and a consumer (C) described by [9]. The advertisement phase uses WS-
Agreement template documents; the request and offer phases also use WS-
Agreement agreement documents. Templates describe the different services
that the provider supports. When a negotiation takes place, the service provider
sends these templates to the consumer. The consumer then makes an offer to
the provider and, if acceptable, the agreement is created by the provider based
on the offer. In Figure 1, the initial template is generate by the provider, in
accordance with the WS-Agreement specification.

Templates and agreements both use the concept of negotiation terms. Terms
define the service description and guarantees about the service. Guarantees are
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1. SP → C : Advertisement
2. C → SP : Request
3. SP → C : Offer
4. C → SP : Acceptance/Rejection

Figure 1. Negotiation using WS-Agreement

made relating to the service, such as the quality of service and/or the resource
availability during service provision.

Agreements have a name defined by the provider and a context that contains
meta-information about the agreement. This meta-information can include
identifiers for the service provider and the agreement initiator; the name of
the template that the agreement is based on; references to other agreements,
and the duration of the agreement [9], as agreements have a fixed period when
they are valid. Functional and non-functional requirements are specified in
the Terms section. This is divided into the Service Description Terms (SDT)
and Guarantee Terms (GT). A SDT holds the functional requirements for the
delivery of services, and may refer to one or more components of functionality
within one or more services. There may be any number of SDTs in a single
agreement. GTs hold a list of services that the guarantee applies to, with the
conditions that this guarantee applies, and any potential pre-conditions that
must exist.

3. Monitoring Violations in SLAs

Monitoring plays an important role in determining whether an SLA has been
violated, and thereby determine the penalty clause that should be invoked as a
consequence. From a legal point of view, monitoring appears as a pre-requisite
for contract enforcement. The basic requirement is a set of ‘consequences’ for
breaching the agreed SLOs. Service clients base their trust in service providers
largely on the provided monitoring infrastructure.

Monitoring facilitates a direct and automated SLA enforcement mechanism
at run-time and without undue delay (that is, once a SLA violation is recorded,
the agreed sanction can be automatically triggered). Monitoring also facilitates
a more traditional enforcement. In either case, if the provider or the client
contests the automatic sanction imposed, it can use monitoring data to argue its
case. It is therefore vital to monitor all those metrics that have legal relevance
and to give the parties the possibility to retrieve such data in a format that is
admissible as evidence.

Identification of violations is either discovered through online monitoring or
post facto auditing of the service enactment. However, while auditing allows
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definitive decisions to be made, it is necessary that accurate logs are maintained
by the parties.

3.1 Online Monitoring

Monitoring an agreement requires periodically testing whether the agreement
terms have been met by all relevant parties. Depending on the agreement
terms, this either entails testing a specific variable, such as network latency, or
logging communication between consumer and provider. Monitoring intervals
are specified appropriately, such as daily or hourly, depending on the duration
of the agreement and the nature of the agreement terms. Monitoring must also
support both simple and complex evaluation formulae. For instance, some
requirements can be verified by measuring a single variable, such as ‘Host
is reachable’. However, other requirements can only be verified once a set
of measurements have been performed and their results stored, such as ‘Host
uptime is greater than 99%’.

A monitoring mechanism must take accurate measurements and be secure
against malicious parties, including the parties with whom agreements have been
reached. For instance, a log of communication should not be write accessible
to the parties involved: a secure logging mechanism [4] is required. Non-
repudiation is also of importance to prove that certain messages were sent by
a certain party, and a mechanism to prevent forged messages containing false
timestamps or false measurements from being inserted into the message log is
also required.

Furthermore, where a monitoring module is placed has to do with trust and
objectivity. [12] distinguishes three possible locations for monitoring:

Trusted Third Party (TTP): an independent module that can monitor
(and log) all communication between consumers and service providers.
Once the SLA is successfully completed, both parties receive a signed
ticket from the TTP that can be used for non-repudiation and/or reputation
building of the service provider. However, a TTP cannot measure the
internal state of either the consumer or provider.

Trusted Module at service provider: functionally equivalent to a TTP
but with access to the internal state of the service provider. However, the
provider may not reveal all of the internal state or may report incorrect
information to the monitor. A module at this location can show that the
provider attempted to avoid violations and dealt with them responsibly
when they occurred.

Trusted Module on the consumer site: functionally equivalent to a TTP
but it can be difficult to distinguish between provider delay and network
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delay. A module at this location is not particularly useful for measure-
ments, but only for establishing the trust level for certain providers.

An alternative to this online monitoring approach is to reactively monitor
agreements [8]. Reactive monitoring takes place when one of the parties
involved in the enactment ‘complains’ to the monitor that violations are taking
place. Such a scheme has the advantage of allowing an immediate response to
violations, without the overhead of monitoring every active service provisioning.
In the worst case using the approach of [8] entails the same overhead as an
online monitoring mechanism.

Passive monitoring is an offline monitoring scheme that uses cryptographic
primitives to prove that specified checkpoints in the enactment have been
reached correctly. Reactive monitoring extends such a passive monitor, in
that, should a checkpoint not be reached, the monitor reacts and starts actively
monitoring the enactment from that point forward.

3.2 Violations and Penalties

When a violation occurs, typically a penalty is incurred as a consequence.
Penalties can be as simple as terminating the current agreement and finding a
different provider, or more complex reputation or monetary based penalties [11].
These penalties are commonly used for service provisioning [6]. In these
systems, reputation is a community-wide metric of an entity’s trustworthiness.
This metric increases if the entity completes transactions without violating the
agreement. Conversely, the metric decreases if a term is violated. Reputation
based penalties utilize the notion that consumers prefer providers with a higher
reputation and try to avoid providers with a lower reputation. In contrast,
monetary based penalties operate on the assumption that consumers pay less
for poor service and more for better service.

Both of these mechanisms require additional infrastructure and security
measures [6]. A reputation based system requires a persistent record of all
transactions, both successful and violated. A monetary based system requires
a secure means of payment, whether in currency or credit, that has actual
value to the users of the system. Both of these approaches require a means of
guaranteeing that identities are unique, persistent and legitimate, as well as a
conflict resolution process. For instance, underlying authentication mechanisms
using a PKI can verify that users are indeed whom they claim to be.

Deposits with a jointly agreed TTP can be used in a monetary based system
to implement penalties if needed. In the event of violation, the deposit can be
used to effectuate penalty payment. The exact penalty terms can be separately
negotiated during SLA negotiation or according to known policies, such as the
following [12]:



www.manaraa.com

Negotiation of SLAs 173

All-or-nothing provisioning: provisioning of a service must meet all
SLOs. ALL of the SLO constraints MUST be met to satisfy the SLA;

Partial provisioning: provisioning of a service must meet some SLOs.
SOME of the SLO constraints MUST be met to satisfy the SLA;

Weighted Partial provisioning: provision of a service meets SLOs that
have a weighting GREATER THAN a [user specified] threshold.

For example, the SLA framework in AgentScape [10] has been extended to
support monitoring and penalty enforcement [3]. A trusted monitoring module
is required to measure the provided services and ensure that the GTs in the
SLA are being fulfilled by both parties. In addition to this trusted monitoring
module, the SLA document must be extended to include monitoring and penalty
clauses, similar to those described in [14]. This includes specifying the item to
be measured, time constraints, and the method to be used for measurement as
described the following example.

Negotiation of the violation policy is also required to determine, for example,
the severity of a violation and appropriate action using the policies introduced
above. [12] proposes negotiating this violation policy as a separate SDT during
the negotiation phase.

4. Negotiation of Penalties

While negotiations can be managed in the existing WS-Agreement frame-
work, this does not adequately reflect the complexity of penalty negotiation. For
example, if a mutually trusted third party cannot be agreed upon by both con-
sumer and provider, there is little point in proceeding with the SLA negotiation.
Similarly, if an SLA cannot be agreed upon, there is no need to negotiate the
penalty clause. Therefore it is instead proposed to separate these three stages
into distinct negotiation steps. Each of these steps follows the same steps as
shown in Figure 1: Advertisement; Request; Offer, and Acceptance/Rejection.
These steps can be considered negotiations for three separate services.

For example, negotiations to select a TTP proceeds as follows: In the Cre-
ation Constraint section of the WS-Agreement template, the TTPs trusted by
the service provider are listed. When the consumer receives this template, it
creates an agreement offer specifying the TTP that they have selected. The offer
is then processed by the provider. If it is acceptable, the provider produces the
agreement document. This is passed to the consumer for acceptance/rejection.
Negotiations for the SLAs and penalties are handled using the same process.

One concern with this approach is the verification that a SLA template refers
to the TTP agreement previously negotiated and, similarly, the penalty template
to the SLA and TTP agreements. This is achieved by the use of the references
to the prior agreements within the context section of proceeding templates and
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agreements. Each penalty agreement then contains references to the TTP and
SLA agreements. This ensures that a verifiable link is maintained throughout
the service negotiation and provision.

Another approach to the multi-step process could be to specify the template
and agreement documents as a single document, with separate services for each
of the three stages. This would eliminate the need for three separate negotiations.
However, this approach would make the templates more complicated.

4.1 Multiround Negotiation

While negotiation of penalties may become a standard part of SLA negoti-
ations, it is an area where multiple rounds of negotiation has potential to be
particularly useful. Several proposals are under consideration by the GRAAP
working group of the Open Grid Forum (OGF) towards supporting multiround
negotiation. One possible approach is to allow ‘negotiation offers’. Such of-
fers would form a non-binding template offering suggestions what might be
acceptable to the offering party. Such offers would form part of a session where
multiple rounds of offers could be provided by one or both parties without
altering the fundamental principles of WS-Agreement. Such an approach has
the advantage of allowing a rollback mechanism. As each offer forms part
of a session and each session has a unique identifier within the negotiation,
if negotiations are diverging, the parties would have the option to revert to a
previous session.

Multiround negotiations have the potential to allow agreement to be reached
on both the service QoS details as well as any penalty clauses. Session based
negotiation also has the advantage of allowing both the functional and non-
functional aspects to be negotiated seperately, where options could be negotiated,
such as, “service x with deadline 200, penalty $50, price $200” or “service x
with deadline 500, penalty $10, price $100”. This would allow much more
flexibility to both the provider and consumer. However, no such multiround
negotiation mechanism exists within the current WS-Agreement specification.

4.2 Renegotiation

While current work focuses on penalizing violations of SLAs, one alternative
approach is to renegotiate the SLA during enactment. For example, such an
approach would allow the producer and consumer to alter the SLA towards
providing a more realistic deadline for the consumer and potentially reducing
any penalties that the producer would otherwise be subject. Such a mechanism
could take advantage of multiround sessions that formed part of the original
negotiation. For example, if a previous round had a longer deadline, at a lower
price, the renegotiation might take the form of both parties agreeing to select
this SLA session as a replacement. However, this would entail both parties
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storing the entire set of negotiation sessions until after provisioning has been
completed.

Another approach to renegotiation would be for a new round of negotiations
to take place during the enactment of the service. An example of this approach
would use a version of the existing WS-Agreement negotiation framework,
with the initial positions reflecting the current state of the enactment. This
renegotiation process could form the penalty associated with an existing SLA.
This would allow the enactment to proceed without explicit penalties. Such an
approach has the advantage of allowing implicit penalties to be negotiated only
when required and making these penalties reflect the exact situation rather than
the more abstract penalties that would be determined beforehand.

5. Discussion and Conclusion

The use of penalties in SLAs has obvious benefits for both clients and service
providers. Monetary sanctions (and optionally reputation based mechanisms)
can be used as, pre-agreed, penalties. Both of these approaches require the
participation of a Trusted Third Party. The types of monitoring infrastructure
that can be used to validate SLOs during service provisioning are identified. As
monetary sanctions are the de facto standard in industry for penalty clauses,
these are preferred over reputation based solutions, though the latter can be used
if so required.

While explicit penalties can be specified within the WS-Agreement frame-
work, they lack flexibility when unexpected events interrupt enactment. This
paper discusses the use of both multiround negotiation and runtime renegotia-
tion of SLAs towards improving the experience for both service providers and
consumers. While such mechanisms are, as yet, undefined, they indicate an
interesting area of future research and usability of service level agreements.
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